Separation of the EEG Signal using Improved FastICA Based on Kurtosis Contrast Function
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Abstract: Independent component analysis (ICA) is a computational method to solve blind source separation (BSS) problem. In this paper, an improved FastICA based on Kurtosis was proposed to separate EEG signal. It was adopted from the gradient descent algorithm to improve the converge rate. Improved FastICA method was applied to separate EEG signal from a patient who had epilepsy seizure. The separation results proved that the method was feasible and effective.
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INTRODUCTION

Blind source separation (BSS) is a process used in retrieving sources without any prior information given except the sensor observations. The output of the set of sensors typically gives observations where every sensor receives different mixture of source signals (A. Hyvarinen et al., 2001). Independent component analysis (ICA) is a fundamental technique that is most widely used for solving the blind source separation problem (A. Hyvarinen et al., 2001, J.V. Stone, 2004).

In this paper, we first briefly introduce ICA model and ICA algorithm with Kurtosis maximization (KM). Then, an improved FastICA based on Kurtosis contrast function is proposed. Finally, after preprocessing EEG signal by principle component analysis (PCA), new algorithm is applied to separate EEG signal. The new algorithm is compared with FastICA algorithm in term of convergence rate.

Ica Model:

In early 1980s, ICA was introduced by J.H’erault ,C.Jutten, and B.Ana but with different name (J.H’erault and B. Ans, 1984; J. H’erault et al., 1985; B. Ans et al., 1985). This technique was reviewed by Juttenand J. H’erault (1991). Let us denote the number of underlying source signal by $m$, and the number of observed signals by $n$ ($n \geq m$). We can denote the observed signals $by x_1^t, x_2^t, ... , x_n^t$, which are amplitude of the recorded signals at time point $t$ and original signals by $s_1^t, s_2^t, ... , s_m^t$. The $x_i^t$ are the weighted sums of $s_i^t$:

$$
\begin{pmatrix}
    x_1^t \\
    x_2^t \\
    \vdots \\
    x_n^t
\end{pmatrix} =
\begin{pmatrix}
    a_{11} & \ldots & a_{1m} \\
    \vdots & \ddots & \vdots \\
    a_{n1} & \ldots & a_{nm}
\end{pmatrix}
\begin{pmatrix}
    s_1^t \\
    s_2^t \\
    \vdots \\
    s_m^t
\end{pmatrix} = A
\begin{pmatrix}
    s_1^t \\
    s_2^t \\
    \vdots \\
    s_m^t
\end{pmatrix}
$$

(1)

The mixing matrix is denoted by $A$ such as elements of $A$ are denoted by $a_{ij}$ which are the constant coefficients. The blind source separation (BSS) problem is when we want to find the original signals from the mixtures $x_1^t, x_2^t, ... , x_n^t$. We use the word blind, because we do not know any information about the original sources.

We consider matrix $w = (w_1, ..., w_n)^T$ where $w_i$ has coefficients $w_{ij}, j = 1, ..., n$. Then, we separate the estimate of $s_i$ as:

$$
y = wx
$$

(2)

Where $y = (y_1, y_2, ..., y_m)$ and $y_i$ is an estimate of $s_i$. If $m = n$ and matrix $A$ is known then $w$ can be found as the inverse of the matrix.

Figure 1 illustrates both the mixing and un-mixing processes involved in ICA model. The independent sources are mixed by the unknown matrix $A$. Vector $y$ approximates $s$ by estimating the un-mixing matrix $w$.

2.1 Source Separation Based On Independent:

One statistical principle used in determining matrix $w$ is independence. In other words, for choosing the matrix $w$, the components $y_i$ should be statistically independent. Independent component means that we cannot obtain any information about the value of a component from another component (James V. Stone, 1999; A. Hyvarinen et al., 2001, J.V. Stone, 2004).
Hyvärinen et al, 2001). We know the goal of blind source separation problem is to find a linear representation so that components can be statistically independent.

We assume \( (x_1^t, x_2^t, ..., x_n^t) \) as a set of observations of random variables, where \( t \) denotes the time. We also assume that they are generated as a linear mixture of independent components as in equation (1). The purpose of independent component analysis is to estimate both the matrix mixture \( A \) and \( \mathbf{w}_j \), where we do not have any prior information just by sensor observation \( x_1^t \). On the other hand, independent component analysis now consists of finding a linear transformation given by a matrix \( W \) as in equation (2) and the random variable \( \mathbf{y} \) that they are independent. To simplify this model, we suppose that the number of independent components \( \mathbf{y} \) is equal to the number of observed variables.
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Fig. 1: ICA model block diagram. \( s^t \) are the sources, \( x^t \) are the recordings, \( y^t \) are the estimated sources, \( A \) is mixing matrix, \( W \) is un-mixing matrix.

2.2 Measuring Nongaussianity by Kurtosis:

When we want to use nongaussianity in ICA estimation, we should have a classic measure of non-Gaussian random variable. One of the classic measures for estimation of nongaussianity of random variable for ICA is kurtosis. We denoted the kurtosis of \( y \) by \( Kurt(y) \) and it is defined by

\[
Kurt(y) = E[y^4] - 3(E[y^2])^2
\]

(3)

Where \( y \) is a random variable with zero mean. If \( y \) is normalized, variance of \( y \) is equal to one, \( E[y^2] = 1 \). Then, the above formula is simplified to:

\[
Kurt(y) = E[y^4] - 3
\]

(4)

The concept of nongaussianity for independent component analysis was first used by N. Delfosse and P. Loubaton (1995). A natural algorithm based on gradient descent was used by N. Delfosse and P. Loubatonto minimize or maximize \( Kurt(w^TX) \). The convergence of new separation algorithm was proved analytically. They proved the maximal property of kurtosis as higher order statistics property.

2.3 Principal Component Analysis:

Principal component analysis (PCA) is a statistic technique to data analysis, feature extraction, and data compression (T.W. Anderson, 1958; P.Devisjer, 1982; K.I.Diamantaras and S.Y.Kung. 1996, E.Oja, 1983). The aim of PCA is to find a smaller set of variables with less redundancy from a set of multivariable measurement. The concept of correlation is used in PCA. It is much weaker than the concept of independence used in ICA because the concept of correlation in PCA is second-order statistics only. However, PCA is a useful pre-processing for ICA.

We assume that \( X = (x_1,x_2,...,x_n) \) as a random variable with \( n \) elements. Firstly, the vector \( X \) is centered by subtracting its means:

\[
X = X - E[X]
\]

(5)

Consider a linear combination of the elements of the vector \( X \) as follows:

\[
y_1 = \sum_{k=1}^{n} w_{k1} x_k = \mathbf{w}_1^TX
\]

(6)

Where \( w_{11}, w_{21}, ..., w_{n1} \) are scalar coefficients elements of vector \( \mathbf{w}_1 \). Then \( y_1 \) is the first principal component of \( X \), if the variance of \( y_1 \) is maximally large. Since growth of the variance of \( y_1 \) is based only on
orientation of the weight vector, \( w_1 \), therefore we can consider the constraint of the norm \( w_1 \) is equal to 1. Thus, our goal is to find a weight vector, \( w_1 \), so that it maximizes the PCA criterion:

\[
J_1(w_1) = E[y_1^2] = E[(w_1^T X)^2] = w_1^T E[XX^T] w_1 = w_1^T C_x w_1
\]

So that \( ||w_1|| = 1 \), where the \( C_x \) is the covariance matrix of \( X \), the covariance matrix for zero-mean vector \( X \) is equal to the correlation matrix \( E[XX^T] \) and the norm of \( w_1 \) is the Euclidean norm that is defined as:

\[
||w_1|| = (w_1^T w_1)^{1/2} = (\sum_{k=1}^{n} w_k^2)^{1/2}
\]

The solution for the PCA problem based on basic linear algebra (K. I. Diamantaras and S. Y. Kung, 1996; E. Oja, 1983) is given in term of the unit-length eigenvectors \( e_1, e_2, ... , e_n \) of the covariance matrix \( \Omega \). The sorting of the eigenvectors is such that the corresponding eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_n \), satisfy \( \lambda_1 > \lambda_2 > \cdots > \lambda_n \). Note that the statement in step 4 means that the old and new values of \( w_1 \) are in the same direction. This algorithm can run for estimating every independent component analysis. But recall that columns of matrix \( w_1 \) are orthogonal. One of the methods of orthogonal weight vectors is by projecting current solution \( w_1 \) on the space orthogonal to the columns of the matrix \( w_1 \) previously found. Define the matrix \( \overline{w} \) as a matrix whose columns are previously found in columns of matrix \( w \), therefore for estimate independent component analysis one by one with the above algorithm, we can add the projection operation in the beginning of step 3:

\[
Let \ w(p) = w(p) + \overline{w}\overline{w}^T w(p). \ Divide \ w(p) \ by \ its \ norms.
\]

Another method of orthogonalizing the weight vectors is a symmetric orthogonalization. This means that after extracting all of the weight vectors with fixed-point algorithm, matrix \( w(p) = (w_1(p), w_2(p), ..., w_m(p)) \) can be orthogonal with the following formula:

\[
Let \ w(p) = w(p)(w(p)^T w(p))^{-1/2}
\]

By using singular value decomposition (SVD) method we have \( w(p)^T w(p) = E D E^T \). Therefore, \( (w(p)^T w(p))^{-1/2} = E D^{-1/2} E^T \).

2.5 Improved Fastica:

We know that Newton’s interval method is used to obtain FastICA algorithm. Newton interval method has some advantages such as fast convergence and in simple forms while its disadvantage is that it has high demand to initial value. Simulation results show that if the initial matrix is random and inappropriate, iteration number is very high and convergence speed are unfavourable.
Our aim here is to complete Newton iteration method by introducing a method that obtains appropriate initial value at first. The gradient descent method can be used to satisfy the request. This algorithm is presented as follow:

Step 1. Let $p=1$. Take a random initial vector $w(0)$ of norm 1.

Step 2. Let $J(p) = E[Z(w(p − 1)^T Z)^3]$. \hspace{1cm} (12)

Step 3. $h_{opt} = \arg \max_s \{kurt(w(p − 1) − hJ(p))\}$. \hspace{1cm} (13)

Step 4. $w(p) = w(p − 1) − h_{opt} J(p)$. \hspace{1cm} (14)

Step 5. $w(p) = \frac{w(p)}{||w(p)||}$

Step 6. If $||w(p) − w(p − 1)||$ is not close enough to 0, then $p = p + 1$ go back to 2. Otherwise $w(p)$ is appropriate.

By applying one orthogonal method, we can use this algorithm to find another weight vectors.

3. Simulation Results:

A set of EEG signal recorded from epileptic patient as shown in Figure 1 was sampled during seizure. This signal was sampled at 256 discrete data in every second by using Nicolet One EEG software. After whitening and preprocessing of EEG signal by PCA, 6 principal components were obtained. We used the improved FastICA to estimate separation matrix $w$. Figure 2 shows the separation results.

![EEG signal](fig1.png)

**Fig. 1:** EEG signal

![Separation signals](fig2.png)

**Fig. 2:** Separation signals

Table 1 shows the comparison of convergence rates between Newton’s iteration in fixed-point FastICA algorithm and iteration in improved algorithm that uses gradient descent method. The minimum, maximum and
average numbers of iterations were taken after running the algorithms ten times. From the table we can see that the number of iteration is decreased by improved algorithm and the coverage rate is improved.

Table 1: Comparison of convergence rates between Newton's iteration in fixed-point algorithm and iteration in improved algorithm

<table>
<thead>
<tr>
<th></th>
<th>Minimum number of iterations</th>
<th>Maximum number of iterations</th>
<th>Average number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-point algorithm</td>
<td>11</td>
<td>23</td>
<td>16</td>
</tr>
<tr>
<td>Improved algorithm</td>
<td>7</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>

Conclusion:
In this paper, an improved FastICA was proposed and applied to separate EEG signal from an epileptic patient during seizure. Six source signals were obtained after using separation algorithm. It was found that the rate of convergence was improved by the new algorithm.
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