Bayesian Analysis of Weibull Distribution Using R Software

S.P. Ahmad and Kaisar Ahmad

Department of Statistics, University of Kashmir, Srinagar, Jammu and Kashmir, India-190006

Abstract: The Weibull distribution is perhaps the most widely used lifetime distribution model. Weibull distribution is widely employed in modeling and analyzing lifetime data. Its application in connection with lifetimes of many types of manufactured items has been widely advocated and it has been used as a model with diverse types of items such as vacuum tubes, ball bearings and electrical insulation. It is also widely used in biomedical applications, for example, in studies of the time to the occurrence of tumors in human population or in laboratory animals and in many other situations. In Bayesian parameter inference the choice of fitted prior distributions and loss functions has great importance. The present paper considers the estimation of the scale parameter of two parameter Weibull distribution with known shape. Bayes estimator is obtained using Jeffrey’s and extension of Jeffrey’s prior under linear exponential loss function and symmetric loss function. Maximum likelihood estimation is discussed. These methods are compared using mean square error through simulation study with varying sample sizes by using R software.
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INTRODUCTION

The Weibull distribution is one of the most widely used distributions for analyzing lifetime data. It is found to be useful in diverse fields ranging from engineering to medical sciences (see Lawless (2002), Martz and Waller (1982)). The Weibull family is a generalization of the exponential family and can model data exhibiting monotone hazard rate behavior, i.e. it can accommodate three types of failure rates, namely increasing, decreasing and constant. The probability density function of the Weibull distribution is given by:

\[ f(x; \alpha, \beta) = \frac{\beta}{\alpha} x^{\beta-1} \exp \left( -\frac{x^\beta}{\alpha} \right), \quad x \geq 0 \]  

where \( \alpha > 0 \) and \( \beta > 0 \) are the scale and shape parameters of the distribution. In Weibull lifetime analysis it is frequent case that the value of shape parameter is known. For example, the exponential and Rayleigh distributions are obtained when \( \beta=1 \) and \( \beta=2 \) respectively. Soland (1968) gives a justification for this situation. The Weibull distribution was studied by Weibull (1951) in connection with the strength of materials; Lieblein and Zelen (1956); Kao (1959) considered application in reliability and Pike (1966) applications in medicine. Frank (1988) have assigned meaning and interpretations for the Weibull distribution. Hallinan (1993) has recently provided an excellent review of the Weibull distribution by presenting historical facts, and the many different forms of this distribution as used by practitioners and possible confusions, errors that arise due to this non-uniqueness.

Maximum Likelihood Estimation has been the most widely used method for estimating the parameters of the Weibull distribution. Recently Bayesian estimation approach has received great attention by most researchers among them are, Ahmed et al. (2011). They considered Bayesian Survival Estimator for Weibull distribution with censored data while Al-Aboud (2009) studied Bayesian estimation for the extreme value distribution using progressive censored data and asymmetric loss. Bayes estimator for exponential distribution with extension of Jeffreys’ prior information was considered by Al-Kutubi (2009). Others including, Pandey et al. (2011), Al-Atari (2011), and Hossain and Zimmer (2003) did some comparative studies on the estimation of Weibull parameters using complete and censored samples and Lye et al. (1993) determined Bayes estimation of the Extreme-Value Reliability Function.

The paper is arranged as follows: Section 2, discusses the Maximum Likelihood estimator and Bayesian methodology using Jeffrey’s prior and extension of Jeffrey’s prior information under LINEX and squared error loss functions for estimation of the scale parameter of Weibull distribution with known shape. Section 3, focuses in the simulation study and results to compare the estimators and finally section 4 is the conclusion of the paper.

MATERIAL AND METHODS
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Maximum Likelihood Estimation:

Maximum likelihood estimation of the parameters of Weibull distribution is well discussed in literature (see Cohen, (1965) and Mann et al. (1975)). Let \( \{x_1, x_2, \ldots, x_n\} \) be a random sample of size \( n \) having the probability density function as

\[
f(x; \alpha, \beta) = \frac{\beta}{\alpha} x^{\beta-1} \exp\left(-\frac{x^\beta}{\alpha}\right), \quad x \geq 0
\]

The likelihood function is given by

\[
L(x | \alpha) = \frac{\beta^n}{\alpha^n} \prod_{i=1}^{n} x_i^{\beta-1} \exp\left(-\frac{\sum_{i=1}^{n} x_i^\beta}{\alpha}\right)
\]

As the shape parameter \( \beta \) is assumed to be known, the ML estimator of \( \alpha \) is obtained by solving the

\[
\frac{\partial}{\partial \alpha} \log L(x | \alpha) = 0
\]

\[
\Rightarrow \quad -\frac{n}{\alpha} + \frac{\sum_{i=1}^{n} x_i^\beta}{\alpha^2} = 0
\]

\[
\Rightarrow \quad \hat{\alpha} = \frac{\sum_{i=1}^{n} x_i^\beta}{n}
\]

Bayesian Estimation of Weibull Distribution Under Jeffrey’s Prior by Using Different Loss Functions:

Prior Distribution:

Quite often, the derivation of the prior distribution based on information other than the current data is impossible or rather difficult. Moreover, the statistician may be required to employ as little subjective inputs as possible, so that the conclusion may appear solely based on sampling model and the current data. Jeffrey’s (1946) proposed a formal rule for obtaining a non-informative prior as

\[
g(\theta) = \frac{1}{\sqrt{\det(I(\theta))}}
\]

Where \( \theta \) is \( k \)-vector valued parameter and \( I(\theta) \) is the Fisher’s information matrix of order \( k \times k \). In particular if \( \theta \) is a scalar parameter, Jeffrey’s non-informative prior for \( \theta \) is \( \frac{1}{\sqrt{\det(I(\theta))}} \). Thus, in our problem we consider the prior distribution of \( \alpha \) to be

\[
g(\alpha) = \frac{1}{\sqrt{\det(I(\alpha))}}
\]

Where \( k \) is independent of \( \alpha \).
and \( k^{-1} = \int_0^\infty \frac{1}{\alpha^{n+1}} \exp \left( -\frac{\sum_{i=1}^n x_i^\beta}{\alpha} \right) d\alpha \)

\[ \Rightarrow \quad k^{-1} = \frac{\Gamma n}{\left( \sum_{i=1}^n x_i^\beta \right)^n} \]

\[ \Rightarrow \quad k = \frac{\left( \sum_{i=1}^n x_i^\beta \right)^n}{\Gamma n} \]

Hence the posterior distribution of \( \alpha \) is given by

\[ p(\alpha \mid x) = \frac{\left( \sum_{i=1}^n x_i^\beta \right)^n}{\alpha^{n+1} \Gamma n} \exp \left( -\frac{\sum_{i=1}^n x_i^\beta}{\alpha} \right) \]

**Estimation Under LINEX Loss Function:**

For determining the Bayes estimate of scale parameter \( \alpha \) we will introduce a very useful asymmetric linex loss function given by

\[ L(\sigma) = \exp(a\sigma) - a\sigma - 1 \]

Where \( \sigma = \frac{\hat{\alpha}}{\alpha} - 1 \), \( a \neq 0 \)

To obtain the Bayes estimator, we minimize the posterior expected loss given by

\[ \rho = E[L(\sigma)] = \int_0^\infty L(\sigma) p(\alpha \mid x) d\alpha \]

\[ \Rightarrow \quad \rho = \int_0^\infty \left( \exp(a\sigma) - a\sigma - 1 \right) \frac{\Gamma n}{\alpha^{n+1} \left( \sum_{i=1}^n x_i^\beta \right)^n} \exp \left( -\frac{\sum_{i=1}^n x_i^\beta}{\alpha} \right) d\alpha \]

Where \( \sigma = \frac{\hat{\alpha}}{\alpha} - 1 \) and \( t = \sum_{i=1}^n x_i^\beta - 1 \)

\[ \Rightarrow \quad \rho = \frac{t^n}{\Gamma n} \int_0^\infty \frac{1}{\alpha^{n+1}} \exp \left( -\frac{t - a\hat{\alpha}}{\alpha} \right) \exp(-a\hat{\alpha} + \frac{a\hat{\alpha}}{\alpha}) \int_0^\infty \frac{1}{\alpha^{n+1}} \exp \left( -\frac{t}{\alpha} \right) d\alpha \]

\[ = \frac{t^n}{\Gamma n} \int_0^\infty \frac{1}{\alpha^{n+1}} \exp \left( -\frac{t - a\hat{\alpha}}{\alpha} \right) \exp(-a\hat{\alpha} + \frac{a\hat{\alpha}}{\alpha}) \int_0^\infty \frac{1}{\alpha^{n+1}} \exp \left( -\frac{t}{\alpha} \right) d\alpha \]

\[ = \frac{t^n \exp(-a)}{(t - a\hat{\alpha})^n} - \frac{t^n \exp(-a)}{(t - a\hat{\alpha})^n} \frac{\Gamma(n+1)}{\Gamma n} \frac{a\hat{\alpha}}{(t - a\hat{\alpha})^{n+1}} + \frac{t^n \Gamma n}{\Gamma n} \frac{t^n}{t^n} \frac{t^n}{t^n} \]

\[ = \frac{t^n \exp(-a)}{(t - a\hat{\alpha})^n} - \frac{na\hat{\alpha}}{t} + a - 1 \]
Now solving $\frac{\partial \rho}{\partial \alpha} = 0$, we obtain the Bayes estimator as

$$t^n \exp(-a)(-n(t-a\hat{\alpha})^{-n-1})(-a) - \frac{na}{t} = 0$$

$$\Rightarrow \quad n a t^n \exp(-a)(t-a\hat{\alpha})^{-n-1} = \frac{na}{t}$$

$$\Rightarrow \quad t^{n+1} \exp(-a) = (t-a\hat{\alpha})^{n+1}$$

$$\Rightarrow \quad t(\exp(-a))^{\frac{1}{n+1}} = (t-a\hat{\alpha})$$

$$\Rightarrow \quad a\hat{\alpha} = t - t(\exp(-a))^{\frac{1}{n+1}}$$

$$\Rightarrow \quad \hat{\alpha} = \frac{t}{a}(1-(\exp(-a))^{\frac{1}{n+1}})$$

$$\Rightarrow \quad \hat{\alpha}_{BL} = \sum_{i=1}^{n} \frac{x_i^\beta}{a} \left(1 - \exp \left( -\frac{a}{na} \right) \right) \quad \text{(2.2)}$$

**Estimation Under Squared Error Loss Function:**

The squared error loss function (SELF) was proposed by Legendre (1805) and Gauss to develop least square theory. Later, it was used in estimation problems when unbiased estimations of $\theta$ were evaluated in terms of the risk function $R(\theta, a)$ which becomes nothing but the variance of the estimator.

In our problem SELF is given by

$$l(\hat{\alpha} - \alpha) = c(\hat{\alpha} - \alpha)^2$$

By using the squared error loss function $l(\hat{\alpha} - \alpha) = c(\hat{\alpha} - \alpha^2)$, The Risk function is given by

$$\rho = R(\hat{\alpha} - \alpha) = E(l(\hat{\alpha} - \alpha)) = \int_0^\infty l(\hat{\alpha} - \alpha) \rho(\alpha \mid x) d\alpha$$

$$\Rightarrow \quad \rho = \int_0^\infty c(\hat{\alpha} - \alpha)^2 \frac{1}{\Gamma n} \left( \sum_{i=1}^{n} x_i^\beta \right)^n \frac{1}{\alpha^{n+1}} \exp \left( -\frac{\sum_{i=1}^{n} x_i^\beta}{\alpha} \right) d\alpha$$

$$\Rightarrow \quad \rho = \frac{c\hat{\alpha}^2 t^n}{\Gamma n} \int_0^\infty \frac{1}{\alpha^{n+1}} \exp \left( -\frac{t}{\alpha} \right) d\alpha - 2 c\hat{\alpha} t^n \int_0^\infty \frac{1}{\alpha^n} \exp \left( -\frac{t}{\alpha} \right) d\alpha + \phi(\alpha)$$

Where $\phi(\alpha) = \frac{c\hat{\alpha}^2 t^n}{\Gamma n} \int_0^\infty \frac{1}{\alpha^{n+1}} \exp \left( -\frac{t}{\alpha} \right) d\alpha$ and $t = \sum_{i=1}^{n} x_i^{\beta-1}$

$$\Rightarrow \quad \rho = \frac{c\hat{\alpha}^2 t^n}{\Gamma n} - 2 \frac{c\hat{\alpha}^n}{\Gamma n} \frac{\Gamma(n-1)}{t^{n+1}} + \phi(\alpha)$$

$$\Rightarrow \quad \rho = c\hat{\alpha}^2 - 2 \frac{c\hat{\alpha} t}{n-1} + \phi(\alpha)$$

Now solving $\frac{\partial \rho}{\partial \alpha} = 0$, we obtain the Bayes estimator as

$$\frac{\partial}{\partial \alpha} (c\hat{\alpha}^2 - 2 \frac{c\hat{\alpha} t}{n-1} + \phi(\alpha)) = 0$$

$$\Rightarrow \quad 2c\hat{\alpha} - 2 \frac{ct}{n-1} = 0$$

$$\Rightarrow \quad \hat{\alpha}_{BS} = \frac{t}{n-1}$$
Bayesian estimation of Weibull distribution under Extension of Jeffrey’s prior by using different Loss Functions:

Let \((x_1, x_2, \ldots, x_n)\) be a random sample of size \(n\) having the probability density function as

\[
f(x; \alpha, \beta) = \frac{\beta}{\alpha} x^{\beta-1} \exp \left( -\frac{x^\beta}{\alpha} \right), \quad x \geq 0
\]

The likelihood function is given by

\[
L(x | \alpha) = \frac{\beta^n}{\alpha^n} \prod_{i=1}^{n} x_i^{\beta-1} \exp \left( -\frac{\sum_{i=1}^{n} x_i^\beta}{\alpha} \right)
\]

Thus, in our problem we consider the prior distribution of \(\alpha\) to be

\[
g(\alpha) = \alpha \left[ \det |I(\alpha)\right]^{\gamma} c \in \mathbb{R}^+
\]

\[
\Rightarrow g(\alpha) = k \frac{1}{\alpha^{2c}}
\]

where \(k\) is a constant.

The posterior distribution of \(\alpha\) is given by

\[
p(\alpha | x) = \alpha L(x | \alpha)g(\alpha)
\]

\[
\Rightarrow p(\alpha | x) = \frac{k}{\alpha^{n+2c}} \exp \left( -\frac{\sum_{i=1}^{n} x_i^\beta}{\alpha} \right)
\]

Where \(k\) is independent of \(\alpha\).

and

\[
k^{-1} = \int_{0}^{\infty} \frac{1}{\alpha^{n+2c}} \exp \left( -\frac{\sum_{i=1}^{n} x_i^\beta}{\alpha} \right) d\alpha
\]

\[
\Rightarrow k^{-1} = \int_{0}^{\infty} \frac{1}{\alpha^{n+2c-1}} \exp \left( -\frac{\sum_{i=1}^{n} x_i^\beta}{\alpha} \right) d\alpha
\]

\[
\Rightarrow k^{-1} = \frac{\Gamma(n + 2c - 1)}{\Gamma(n + 2c - 1 - 1)} \left( \sum_{i=1}^{n} x_i^\beta \right)^{n+2c-1}
\]

\[
\Rightarrow k = \left( \sum_{i=1}^{n} x_i^\beta \right)^{n+2c-1} \frac{\Gamma(n + 2c - 1)}{\Gamma(n + 2c - 1 - 1)}
\]
After using the value of $k$, we get the posterior distribution as

$$p(\alpha \mid x) = \frac{\left( \sum_{i=1}^{n} x_i^\beta \right)^{\frac{n+2c-1}{\alpha}} \exp\left( \frac{\sum_{i=1}^{n} x_i^\beta}{\alpha} \right)}{\alpha^{n+2c} \Gamma(n+2c-1)}$$

**Estimation Under LINEX Loss Function:**

For determining the Bayes estimate of scale parameter $\alpha$ we will introduce a very useful asymmetric linex loss function given by

$$L(\sigma) = \exp(a\sigma) - a\sigma - 1$$

Where $\sigma = \frac{\hat{\alpha}}{a} - 1$, $a \neq 0$

To obtain the Bayes estimator, we minimize the posterior expected loss given by

$$\rho = \mathbb{E}[L(\sigma)] = \int_{0}^{\infty} L(\sigma) p(\alpha \mid x) d\alpha$$

$$= \int_{0}^{\infty} \left[ \exp(a\sigma) - a\sigma - 1 \right] \frac{\exp\left( \frac{\sum_{i=1}^{n} x_i^\beta}{\alpha} \right)}{\alpha^{n+2c} \Gamma(n+2c-1)} d\alpha$$

$$= \int_{0}^{\infty} \left[ \exp\left( a\left(\frac{\hat{\alpha}}{\alpha} - 1\right)\right) - a\left(\frac{\hat{\alpha}}{\alpha} - 1\right) - 1 \right] \frac{\exp\left( \frac{t}{\alpha} \right) \Gamma(n+2c-1)}{\alpha^{n+2c} \Gamma(n+2c-1)} d\alpha$$

Where $\sigma = \frac{\hat{\alpha}}{a} - 1$ and $t = \sum_{i=1}^{n} x_i^\beta$

$$= \frac{\int_{0}^{\infty} \frac{1}{\alpha^{n+2c-1}} \exp\left( -\frac{t}{\alpha}\right) \exp(-a) d\alpha}{\int_{0}^{\infty} \frac{1}{\alpha^{n+2c-1}} \exp\left( -\frac{t}{\alpha}\right) d\alpha} - \frac{\int_{0}^{\infty} \frac{1}{\alpha^{n+2c-1}} \exp\left( -\frac{t}{\alpha}\right) d\alpha}{\int_{0}^{\infty} \frac{1}{\alpha^{n+2c-1}} \exp\left( -\frac{t}{\alpha}\right) d\alpha}$$

$$= \frac{\int_{0}^{\infty} \frac{1}{\alpha^{n+2c-1}} \exp(-a) d\alpha}{t} + a - 1$$

Now solving $\frac{\partial \rho}{\partial \hat{\alpha}} = 0$, we obtain the Bayes estimator as

$$t^{n+2c-1} \exp(-a)(-a)\left(\frac{n+2c-1}{n+2c}\right)(-a) - \left(\frac{n+2c-1}{n+2c}\right) = 0$$

$$t^{n+2c-1} \exp(-a)(-a)\left(\frac{n+2c-1}{n+2c}\right)(-a) = \left(\frac{n+2c-1}{n+2c}\right)$$

$$t^{n+2c} \exp(-a) = t \left(\frac{n+2c}{n+2c}\right)$$

$$\hat{\alpha} = \frac{1}{t \exp(-a)}$$

$$\hat{\alpha} = \frac{1}{t}$$

$$\hat{\alpha}_{BL} = \frac{1}{a \left(1 - \exp(-a)\right)}$$
\[
\hat{a}_{BL} = \sum_{i=1}^{n} \frac{x_i}{a} \left( 1 - \left( \exp \left( - \frac{a}{n + 2c} \right) \right) \right)
\]

(2.4)

Which is the required Bayes estimate of scale parameter \( a \) under extension of Jeffrey’s prior.

**Estimation Under Squared Error Loss Function:**

In our problem SELF is given by

\[
l(\hat{\alpha} - \alpha) = c(\hat{\alpha} - \alpha)^2
\]

By using the squared error loss function \( l(\hat{\alpha} - \alpha) = c(\hat{\alpha} - \alpha)^2 \), The Risk function is given by

\[
R(\hat{\alpha} - \alpha) = \text{El}(\hat{\alpha} - \alpha)^2
\]

\[
\rho = \int_{0}^{\alpha} l(\hat{\alpha} - \alpha) p(\alpha | x) d\alpha
\]

\[
\rho = \int_{0}^{\alpha} c(\hat{\alpha} - \alpha)^2 \frac{\left( \sum_{i=1}^{n} x_i^\beta \right)^{n+2c-1}}{\Gamma(n+c-1)} \frac{1}{\alpha^{n+2c}} \exp \left( - \frac{\sum_{i=1}^{n} x_i^\beta}{\alpha} \right) d\alpha
\]

\[
\rho = \frac{ca^2}{n+2c-2} \int_{0}^{\alpha} \frac{1}{\alpha^{n+2c-2}} \exp \left( - \frac{t}{\alpha} \right) d\alpha + \psi(\alpha)
\]

Where

\[
\psi(\alpha) = \int_{0}^{\alpha} \frac{1}{\alpha^{n+2c-2}} \exp \left( - \frac{t}{\alpha} \right) d\alpha \quad \text{and} \quad t = \sum_{i=1}^{n} x_i^\beta
\]

\[
\rho = ca^2 - 2 \frac{c\hat{a}}{n+2c-2} + \psi(\alpha)
\]

Now solving \( \frac{\partial \rho}{\partial \hat{\alpha}} = 0 \), we obtain the Bayes estimator as

\[
\frac{\hat{\alpha}}{\hat{\alpha}} = \frac{ca^2 - 2 \frac{c\hat{a}}{n+2c-2} + \psi(\alpha)}{0} = 0
\]

\[
2c\hat{a} - 2 \frac{ct}{n+2c-2} = 0
\]

\[
\hat{a}_{BS} = \frac{t}{n+2c-2}
\]

\[
\hat{a}_{BS} = \sum_{i=1}^{n} x_i^\beta
\]

(2.5)

Which is required Bayes estimator of \( \alpha \) under extension of Jeffrey’s prior.

**Simulation Study:**

In our simulation study, we chose a sample size of \( n = 25, 50 \) and \( 100 \) to represent small, medium and large data set. The scale parameter is estimated for Weibull distribution with Maximum Likelihood and Bayesian using Jeffrey’s & extension of Jeffrey’s prior methods. For the scale parameter we have considered \( \alpha = 0.5 \) and \( 1.5 \). The Shape parameter \( \beta \) has been fixed at \( 0.8 \) and \( 1.2 \). The values of Jeffrey’s extension were \( c = 0.4 \) and \( 1.4 \). The value for the loss parameter \( a = \pm 0.6 \) and \( \pm 1.6 \). This was iterated 1000 times and the scale parameter for each method was calculated. A simulation study was conducted R-software to examine and compare the performance of the estimates for different sample sizes with different values for the Extension of Jeffreys’ prior and the loss functions. The results are presented in tables for different selections of the parameters and c extension of Jeffrey’s prior.

**RESULTS AND DISCUSSION**

**Table 1:** Mean Squared Error for (\( \hat{\alpha} \)) under Jeffrey’s prior.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( A )</th>
<th>( \beta )</th>
<th>( \hat{a}_{ML} )</th>
<th>( \hat{a}_{BL} )</th>
<th>( \hat{a}_{BL} )</th>
<th>( \hat{a}_{BL} )</th>
<th>( \hat{a}_{BL} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Conclusion:

We observe that in most cases, Bayesian Estimator under Linear Exponential Loss function (LINEX) has the asymmetric and symmetric loss functions and that of Maximum Likelihood Estimation. From the results, we observe that in most cases especially when loss parameter \( a \) is \( 1.6 \) whether the extension of Jeffrey's prior is \( 0.4 \) or \( 1.4 \).

### Table 2: Mean Squared Error for (\( \tilde{\alpha} \)) under extension of Jeffrey’s prior.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( a )</th>
<th>( \sigma )</th>
<th>( \beta )</th>
<th>( \hat{\alpha}_{ML} )</th>
<th>( \hat{\alpha}_{BL} )</th>
<th>( \hat{\alpha}_{BL} )</th>
<th>( \hat{\alpha}_{BL} )</th>
<th>( \hat{\alpha}_{BL} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.06714</td>
<td>0.06382</td>
<td>0.06531</td>
<td>0.06574</td>
<td>0.06583</td>
</tr>
<tr>
<td>0.5</td>
<td>1.2</td>
<td>0.05943</td>
<td>0.05649</td>
<td>0.05781</td>
<td>0.05542</td>
<td>0.05894</td>
<td>0.06191</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.8</td>
<td>0.08946</td>
<td>0.08503</td>
<td>0.08702</td>
<td>0.08343</td>
<td>0.08872</td>
<td>0.09319</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>1.2</td>
<td>0.05943</td>
<td>0.05649</td>
<td>0.05781</td>
<td>0.05542</td>
<td>0.05894</td>
<td>0.06191</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.04461</td>
<td>0.04347</td>
<td>0.04399</td>
<td>0.04305</td>
<td>0.04442</td>
<td>0.04551</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>1.2</td>
<td>0.03797</td>
<td>0.03701</td>
<td>0.03746</td>
<td>0.03665</td>
<td>0.03782</td>
<td>0.03875</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.8</td>
<td>0.10740</td>
<td>0.10467</td>
<td>0.10591</td>
<td>0.10369</td>
<td>0.10696</td>
<td>0.10959</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>1.2</td>
<td>0.18145</td>
<td>0.17685</td>
<td>0.17805</td>
<td>0.17513</td>
<td>0.17880</td>
<td>0.18156</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.05302</td>
<td>0.05234</td>
<td>0.05266</td>
<td>0.05209</td>
<td>0.05292</td>
<td>0.05356</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>1.2</td>
<td>0.04451</td>
<td>0.04393</td>
<td>0.04419</td>
<td>0.04371</td>
<td>0.04441</td>
<td>0.04495</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.8</td>
<td>0.13590</td>
<td>0.13415</td>
<td>0.13495</td>
<td>0.13349</td>
<td>0.13562</td>
<td>0.13727</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>1.2</td>
<td>0.14073</td>
<td>0.13893</td>
<td>0.13975</td>
<td>0.13824</td>
<td>0.14045</td>
<td>0.14215</td>
<td></td>
</tr>
</tbody>
</table>

ML= Maximum Likelihood, BL= LINEX Loss Function, BS= Squared Error Loss Function

In table 1, Bayes estimation with LINEX Loss function under Jeffrey’s prior provides the smallest values in most cases especially when loss parameter \( a \) is 1.6. Similarly, in table 2, Bayes estimation with LINEX Loss function under extension of Jeffrey’s prior provides the smallest values in most cases especially when loss parameter \( a \) is 1.6 whether the extension of Jeffrey’s prior is 0.4 or 1.4.

### Conclusion:

In this paper, we have addressed the problem of Bayesian estimation for the Weibull distribution, under asymmetric and symmetric loss functions and that of Maximum Likelihood Estimation. From the results, we observe that in most cases, Bayesian Estimator under Linear Exponential Loss function (LINEX) has the smallest Mean Squared Error values for both prior’s i.e, Jeffrey’s and an extension of Jeffrey’s prior information.
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