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Abstract: This paper presents a PID-like adaptive neuro-fuzzy inference system (ANFIS) controller that can be trained by the particle swarm optimization (PSO) technique to control nonlinear multi-input multi-output (MIMO) systems. Instead of the hybrid learning methods that are widely used in the literature, the PSO is used to adjust all of the ANFIS parameters along with the input and output scaling factors for this controller. Two nonlinear MIMO plants have been selected to be controlled by this controller. The simulation results show the notable control accuracy and generalization ability of this MIMO ANFIS controller. In addition, the controller robustness to output disturbances has been also tested and the results clearly indicate the effectiveness of this controller. Finally, a comparative study with a real-coded genetic algorithm (GA) and a recently developed optimization technique, namely the global-best harmony search (GHS), shows the superiority of the PSO over these two optimization methods in terms of control accuracy and processing time.
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INTRODUCTION

In recent years it has been recognized that to realize more flexible control systems it is necessary to incorporate other elements, such as logic, reasoning and heuristics into the more algorithmic techniques provided by conventional control theory, and such systems have come to be known as intelligent control systems. Intelligent control is the discipline in which control algorithms are developed by emulating certain characteristics of intelligent biological systems. It is quickly emerging as a technology that may open avenues for significant advances in many areas (Linkens and Nyongesa, 1996). One of the most widely used intelligent systems is the ANFIS network which was proposed by Jang (Jang, 1993; Jang et al., 1997). To solve a particular problem, the training method plays an important role in determining the final performance of the ANFIS network. In this regard, several ANFIS training methods have been proposed in the literature. For instance, Jang (1993) proposed a hybrid learning rule which combines the gradient descent technique and the least square estimator (LSE) method. Lin (2004) combined the GA and the LSE in a hybrid method to optimize the ANFIS parameters. Lutfy et al. (2009) used the GA to train all of the ANFIS parameters acting as a feedback controller to control nonlinear systems. Despite the fact that both the GA and the PSO methods have several similarities, PSO does not have complicated evolutionary operators such as the crossover and the mutation in the GA. Therefore, the computational complexity is less in the PSO technique than the GA, and this will make the PSO more suitable for the ANFIS training task, as will be seen in the comparative study presented in the results and discussion section of this work. Ghomsheh et al. (2007) used the PSO with some modifications, which are inspired by natural evolutions, to train the ANFIS structure. They used this ANFIS as an identifier to identify nonlinear dynamical systems. Zhao et al. (2009) proposed a two-stage method to extract Takagi-Sugeno fuzzy models from data using subtractive clustering and coevolutionary particle swarm optimization (CPSO). As in (Ghomsheh et al., 2007), they also used the ANFIS as an identifier. In (Ghomsheh et al., 2007) and (Zhao et al., 2009) the standard PSO technique has been adapted to improve its performance; however, this adaptation required additional computation complexity which degraded the standard PSO computational simplicity. It is well known that the hybrid learning rule is the most commonly used technique to train the ANFIS network. As a supervised learning method, this hybrid learning rule requires a teaching signal in its operation. However, in control system design, when the ANFIS network is to be utilized as a feedback controller, this teaching signal is difficult to be provided, since the desired control actions, which represent the teaching signal in this case, are simply unknown. In order to mitigate this difficulty, several ANFIS learning methods have been proposed in the literature. For instance, Djukanović et al. (1997) utilized a special ANFIS learning technique, called temporal back propagation (TBP), to control nonlinear MIMO systems. The basic idea of this method is to consider both the controller and the plant as a single unit at each time step. Utilizing this method, several ANFIS controllers were adopted to handle different operating points and a neural network classifier was used to select the best controller for a particular operating point. However, this ANFIS training method is characterized by its heavy computational load and the complexity in implementation.
Another learning approach to train the ANFIS as a controller is represented by the inverse learning method, where the ANFIS network is trained to learn the inverse dynamics of the controlled plant. This method has been successfully applied to control nonlinear MIMO systems (Toha and Tokhi, 2009; Yao and Chai, 2007; Zhou and Jagannathan, 1996). However, the effectiveness of this ANFIS learning method depends on three essential issues. Firstly, the existence of an accurate model of the original system, which can not be easily developed for complex systems; secondly, the availability of the inverse dynamics of the system, which does not always exist; and thirdly, the appropriate distribution of the training data, more specifically the training data should be uniformly distributed across the input space of the controller. However, such kind of data distribution might not be available due to either the scarcity of the data or the constraints imposed by the system dynamics. Besides the above mentioned methods, another training method to train the ANFIS as a controller for nonlinear MIMO systems was used in (Mahmoud et al., 2010; Cao et al., 2007; Touati et al., 2002). In this method, the ANFIS network is trained by using data collected from another working controller. The drawback of this method is that the efficiency of the resulting ANFIS controller depends heavily on the performance of the original controller, which is mostly a linear one.

In this work, the standard PSO technique, which does not rely on a teaching signal, is used to optimize both the antecedent and the consequent parameters of the ANFIS network to act as a PID-like feedback controller to control nonlinear MIMO systems. In addition, the input and output scaling factors for this controller are also obtained by the PSO technique. In order to verify the effectiveness of the PSO technique, a comparative study is made with other optimization methods namely, a real-coded GA and a GHS technique.

MATERIALS AND METHODS

Structure of the PID-like ANFIS Controller:

To describe the structure of the PID-like ANFIS controller, shown in Fig. 1, let \( x_1, x_2, \) and \( x_3 \) represent the three input variables \( e, \Delta e, \) and \( \Delta^2 e, \) respectively, and \( y \) represents the single output variable \( u \) of this controller, where \( e \) is the error of the plant being controlled, \( \Delta e \) is its rate of change, \( \Delta^2 e \) is the summation of errors, and \( u \) is the output control action of the ANFIS controller. Five fuzzy linguistic terms are used for each input variable, let the set \( \{ A_1, A_2, A_3, A_4, A_5 \} \) represents these terms, where \( A_1, A_2, A_3, A_4, \) and \( A_5 \) represent negative big, negative small, zero, positive small, and positive big, respectively. The structure of the ANFIS network is based on Sugeno fuzzy models. A typical Sugeno fuzzy rule can be expressed in the following form:

\[
\text{If } x_1 \text{ is } A_{a1} \text{ and } x_2 \text{ is } A_{a2} \text{ and } x_3 \text{ is } A_{a3}, \text{ then } y = k_0 + k_1 x_1 + k_2 x_2 + k_3 x_3,
\]

where \( a_1, a_2, a_3 \in \{1, 2, 3, 4, 5\} \).

In Sugeno fuzzy model, \( y \) in the above rule can be either a constant or a linear function of the input variables. When \( y \) is a constant, a zero-order Sugeno fuzzy model is obtained in which, the consequent of a rule is specified by a singleton. When \( y \) is a first-order polynomial, as shown in the above rule, a first-order Sugeno fuzzy model is obtained. In this work, the zero-order Sugeno fuzzy model is used. This selection was made in order to reduce the number of parameters to be optimized by the PSO in the consequent part of the MIMO ANFIS controller from 1000 parameters in the case of a first-order Sugeno fuzzy model into 250 parameters in the case of the zero-order model. From the simulation results of this work, it can be concluded that the zero-order model has achieved a satisfactory performance, which justify the selection of this model. In order to describe the function of each layer in the ANFIS network, the output of the \( j^{th} \) node in layer \( k \) will be expressed as \( O_{k,j} \).

Layer 1: All nodes in this layer are adaptive nodes, and they generate the degree of membership for each of the three input variables. The node function is:

\[
O_{1,i} = \mu_{A_{ai}}(x_i), \quad i = 1, 2, \ldots, 5
\]

\[
O_{2,i} = \mu_{A_{ai}}(x_i), \quad i = 6, 7, \ldots, 10
\]

\[
O_{3,i} = \mu_{A_{ai}}(x_i), \quad i = 11, 12, \ldots, 15
\]

The membership functions of \( A_{ai}, a = 1, 2, \ldots, 5, \) for each input variable are chosen to be bell-shaped activation functions. Only two parameters have been used for each of these functions instead of the widely used generalized bell function, which uses three parameters, in order to reduce the number of parameters to be optimized by the PSO technique. These bell-shaped functions can be represented by:

\[
\mu_{A_{ai}}(x_i) = \frac{1}{1 + \left| \frac{x_i - c_{ai}}{\sigma_{ai}} \right|^p},
\]
\[ \mu_{A_k}(x_k) = \exp \left( -1/2 \left( \frac{x_k - C_{A_k}}{\sigma_{A_k}} \right)^2 \right) \]  

(2)

where \( x_k \), \( k \in \{1, 2, 3\} \), represents the scaled input variables after they have been multiplied by the input scaling factors \( c_1 \) for the error, \( c_{11} \) for its rate of change, and \( c_{111} \) for the summation of errors, as shown in Fig. 1. \( C_{A_k} \) and \( \sigma_{A_k} \) are the centers and the widths of these bell-shaped functions, respectively.

**Layer 2:** The nodes in this layer perform the multiplication operation for fuzzy inferencing. The number of all possible antecedent combinations is 125. Therefore, there are 125 nodes in this layer. Each node output represents the activation level of a rule:

\[ O_{2,i} = w_i = \mu_{A_{1i}}(x_1) \cdot \mu_{A_{2i}}(x_2) \cdot \mu_{A_{3i}}(x_3) \]

(3)

where \( i = 1, 2, \ldots, 125 \) and \( a_1, a_2, a_3, \in \{1,2,3,4,5\} \).

**Layer 3:** As in layer 2, this layer has 125 nodes. The \( i^{th} \) node calculates the ratio of the \( i^{th} \) rule's firing strength to the sum of all rule's firing strengths:

\[ O_{3,i} = \overline{w}_i = \frac{w_i}{\sum_{j=1}^{125} w_j} \]

(4)

**Layer 4:** Similar to layers 2 and 3, there are 125 nodes in this layer. All the nodes are adaptive nodes. The output of each node is given by:

\[ O_{4,i} = \overline{w}_i \cdot k_{0i} \]

(5)

where \( i = 1, 2, \ldots, 125 \), \( \overline{w}_i \) is the \( i^{th} \) output from layer 3, and \( k_{0i} \) is the \( i^{th} \) consequent parameter.

**Layer 5:** The single node in this layer computes the overall output as the summation of all incoming signals:

\[ O_5 = \sum_{i=1}^{125} O_{4,i} \]

(6)

And finally, \( O_5 \) is multiplied by a factor \( c_2 \), which represents the output scaling factor of this controller:

\[ y = u = c_2 \cdot O_5 \]  

(7)

Equation 7 above can be written in more detail as:

\[ y = u = c_2 \left[ \frac{\sum_{i=1}^{R} k_{0i} \cdot \prod_{j=1}^{n} \exp \left( -1/2 \left( \frac{(c_j \overline{x}_j) - C_{A_k}}{\sigma_{A_k}} \right)^2 \right)}{\sum_{i=1}^{R} \prod_{j=1}^{n} \exp \left( -1/2 \left( \frac{(c_j \overline{x}_j) - C_{A_k}}{\sigma_{A_k}} \right)^2 \right)} \right] \]

(8)

where \( R = 125 \), \( n = 3 \), and \( c_j, j = 1,2,3 \), represents the three input scaling factors \( c_1, c_{11}, \) and \( c_{111}, \) respectively.

In this work, two ANFIS controllers are required in order to control MIMO plants, as can be seen from Fig. 2. Each of these two controllers has exactly the same structure described above.

**An Overview of the Particle Swarm Optimization:**

The PSO technique is one of the modern heuristic algorithms, which was first introduced in (Kennedy and Eberhart, 1995). This technique can generate a high-quality solution within shorter calculation time and stable convergence characteristic than other stochastic methods (Gaing, 2004). Each particle keeps track of its coordinates in the problem space, which are associated with the best solution (fitness function) it has achieved.
so far. This value is called \( pbest \). Another value is the overall best value, and its location, obtained so far by any particle in the group, and it is called \( gbest \). The modified velocity and position of each particle can be calculated using the following formulas (Gaing, 2004; Song et al., 2007):

\[
\begin{align*}
 v_{j,g}^{(t+1)} &= w v_{j,g}^{(t)} + c_1 \cdot \text{rand()} \cdot (pbest_{j,g} - x_{j,g}^{(t)}) + c_2 \cdot \text{Rand()} \cdot (gbest_{g} - x_{j,g}^{(t)}) \\
 x_{j,g}^{(t+1)} &= x_{j,g}^{(t)} + v_{j,g}^{(t+1)}
\end{align*}
\]

where \( j=1,2,\ldots,n \), \( g=1,2,\ldots,m \), \( n \) is the number of particles in a group, \( m \) is the number of members in a particle, \( t \) is the pointer of iterations, \( v_{j,g}^{(t)} \) is the velocity of particle \( j \) at iteration \( t \), \( x_{j,g}^{(t)} \) is the current position of particle \( j \) at iteration \( t \), \( w \) is the inertia weight factor, \( c_1 \) and \( c_2 \) are the acceleration constants, \( \text{rand()} \) and \( \text{Rand()} \) are random numbers between 0 and 1, \( pbest_{j} \) is the pbest of particle \( j \) and \( gbest \) is the gbest of the group.

**Implementation of the PSO Algorithm to Train the MIMO ANFIS Controller:**

In this work, MATLAB software has been used for the implementation of the PSO technique in order to train the MIMO ANFIS controller by a specifically written program for this purpose. As mentioned before, two separate ANFIS controllers have been used as feedback controllers to control the MIMO systems, see Fig. 2. Therefore, 318 members are required in each particle of the swarm. In this paper, the term "individual" will be used instead of "particle" and "population" instead of "group". The proposed searching procedure to optimize the ANFIS parameters is summarized in the following:

**Step 1:** Initialize the PSO parameters: \( w \), \( c_1 \), \( c_2 \), population size, and the maximum number of iterations.

**Step 2:** Generate randomly the initial population within certain bounds, in which each individual represents the entire antecedent and consequent parameters along with the input and output scaling factors for the two ANFIS controllers. In addition, initialize the velocities, the \( pbest \)s, and the \( gbest \) for this population.

**Step 3:** Evaluate the objective function for each individual in the population using the 0.5ISE, which has the following form:

\[
0.5ISE = 0.5 \sum_{k=0}^{T} e_1^2(k) + e_2^2(k)
\]

where \( e_1(k) = r_1(k) - y_1(k) \), \( e_2(k) = r_2(k) - y_2(k) \) and \( T \) is the observation time.

**Step 4:** Compare each individual's fitness function with its \( pbest \). The best fitness function among the \( pbest \)s is denoted as \( gbest \).

**Step 5:** Modify the member velocity of each individual according to (9), and then modify the member position of each individual according to (10).

**Step 6:** Make sure that the value of each member in each individual does not exceed the corresponding range assigned for that member by the following formula:

\[
\begin{align*}
\text{If } X_{j,g}^{(t+1)} &> X_{g}^{\text{max}}, \text{ then } X_{j,g}^{(t+1)} = X_{g}^{\text{max}} \\
\text{If } X_{j,g}^{(t+1)} &< X_{g}^{\text{min}}, \text{ then } X_{j,g}^{(t+1)} = X_{g}^{\text{min}}
\end{align*}
\]

where \( X_{g}^{\text{max}} \) and \( X_{g}^{\text{min}} \) represent the upper and the lower bounds, respectively, of member \( g \) of the individual \( x_j \).

**Step 7:** Stop if the maximum number of iterations is reached, otherwise increase the iteration counter by one and go back to step 3.

**Implementation of the Real-coded GA to Train the MIMO ANFIS Controller:**

Utilizing the MATLAB software, a specific program has been written in an m-file to implement the real-coded GA for training the MIMO ANFIS controller. The real-coded GA used in this work includes four operators, namely; hybrid selection, elitism, crossover, and mutation operators (Lutfy et al., 2009). The hybrid selection operator (Al-Said, 2000) is a combination of roulette wheel and deterministic selection. For a particular generation in this method, only those chromosomes that have better fitness values than the worst individual in the old population are accepted in the new population. In the elitism operator, the best two parents in a given generation are copied directly into the next generation as they are in order to prevent the best fitness value in a given generation from becoming worse than that in the previous one (Sivanandam and Deepa, 2008).
In the real-coded crossover operator, a pair of mating chromosomes exchanges information by exchanging a subset of their components, where an integer position \( k \) is selected uniformly at random along the chromosome length. Then two new chromosomes are created by swapping all the genes between positions \( k+1 \) and \( L \), where \( L \) is the chromosome length (Sivanandam and Deepa, 2008). For example, the pair of chromosomes \( x=[1,2,3,7,5,6.1] \) and \( y=[9.5,8,3,1,9] \) are crossed over at the fourth digit position to yield: \( x'=[1,2,3,7,1,9] \) and \( y'=[9.5,8,3,5,6.1] \). Finally, the task of the real-coded mutation operator is to cause random changes in the components of the new population chromosomes by replacing the mutated ‘gene’ with another random number selected in the same range assigned for that ‘gene’. For instance, the chromosome \( z=[3,1,9,8.5,7] \) is mutated at the second ‘gene’ to yield: \( z'=[3,1.6,9,8.5,7] \). The genetic learning procedure used to train the MIMO ANFIS controller is summarized in the following steps:

**Step 1:** Initialize the crossover probability \( (P_c) \), the mutation probability \( (P_m) \), the population size, and the maximum number of generations.

**Step 2:** Generate randomly the initial population within certain bounds, in which each chromosome represents the entire antecedent and consequent parameters along with the input and output scaling factors for the two ANFIS controllers.

**Step 3:** Evaluate the objective function for each chromosome in the population using the 0.5ISE criterion defined previously in (11).

**Step 4:** Apply the elitism strategy described before.

**Step 5:** Select two individuals by using the hybrid selection method, and then apply the real-coded genetic operators of crossover and mutation described previously to form two new chromosomes.

**Step 6:** Put the resulting two chromosomes in the new population.

**Step 7:** Repeat Step 5 until all the chromosomes in the new population are created, i.e. until the new population size is equal to the initial (old) population size.

**Step 8:** Replace the initial (old) population with the new population.

**Step 9:** Stop if the maximum number of generations is reached, otherwise increase the generation counter by one and go back to step 3.

**Implementation of the GHS to Train the MIMO ANFIS Controller:**

The harmony search (HS) is a newly developed optimization algorithm. It was first introduced in (Geem et al., 2001) by an attempt to mimic the music improvisation process. Similar to the PSO, the HS algorithm is simple in concept and easy in implementation. Utilizing the MATLAB software, a specific program has been written for the GHS, which is a modified version of the standard HS algorithm, to train the ANFIS as a MIMO feedback controller using the following learning procedure (Coelho and Bernert, 2009; Zarei et al., 2009; Omran and Mahdavi, 2008):

**Step 1:** Initialize the GHS parameters, which include; the harmony memory size \( (HMS) \), or the number of solution vectors in the harmony memory (HM), the harmony memory considering rate \( (HMCR) \), the pitch adjusting rate \( (PAR) \), and the number of improvisations \( (NI) \).

**Step 2:** Initialize the HM, which is a memory location used to store all the solution vectors, by randomly generating \( HMS \) solution vectors within certain bounds. Each of these solution vectors represents the entire antecedent and consequent parameters along with the input and output scaling factors for the two ANFIS controllers.

**Step 3:** Evaluate the objective function for each vector in the HM using the 0.5ISE criterion defined previously in (11).

**Step 4:** Search for the index of best and worst harmonies in the HM, and call them best_index and worst_index, respectively.

**Step 5:** From the HM, improvise a new harmony vector, \( x' = (x'_1, x'_2, ..., x'_m) \), where \( m \) represents the number of decision variables in the problem being optimized. The improvisation is done by applying three rules, namely: (1) memory consideration, (2) pitch adjustment, and (3) random selection. In memory consideration, the value of a given decision variable in the new harmony vector \( (x'_g) \), where \( 1 \leq g \leq m \), is selected from any of the values for that decision variable in the HM range \( (x_{1g}, x_{2g}, ..., x_{HMS,g}) \). The \( HMCR \), which varies between 0 and 1, is the rate of choosing one value from the historical values stored in the HM for a given decision variable. On the other hand, \( (1-HMCR) \) is the rate of randomly selecting one value from the possible range of values for that decision variable, as shown in the following:
if \( \text{rand}(\cdot) \leq \text{HMCR} \)
\[
x^*_g \leftarrow x^*_g \in \{x_{1g}, x_{2g}, \ldots, x_{\text{HM}, g}\}
\]
else
\[
x^*_g \leftarrow x^*_g \in X^*_g
\]
end

where \( \text{rand}(\cdot) \) is a random number between 0 and 1 and \( X^*_g \) is a random value from the range assigned for member \( g \). After this process, every component obtained by the memory consideration is checked to determine whether it should be pitch-adjusted or not. This operation uses the \( \text{PAR} \) parameter, which is the rate of pitch adjustment as follows:

if \( \text{rand}(\cdot) \leq \text{PAR} \)
\[
x'_g = x'_g \pm \text{rand}(\cdot) \times \text{bw}
\]
else
\[
x'_g = x'_g
\]
end

where \( \text{bw} \) is an arbitrary distance bandwidth. In the classical HS algorithm, selecting a suitable value for the \( \text{bw} \) parameter represents a difficult problem. This difficulty poses a major drawback of the classical HS algorithm, especially when the problem being optimized involves many decision variables, as in the case of optimizing the ANFIS parameters considered in this work. In order to alleviate this difficulty, a new modified version of HS algorithm was proposed by Omran and Mahdavi (2008). Inspired by some concept borrowed from PSO algorithm, this new HS version modifies the pitch-adjustment step such that the new harmony can mimic the best harmony in the HM. Therefore, this HS version was called global-best harmony search (GHS). In particular, the \( \text{bw} \) parameter is totally eliminated in the GHS, as shown in the following:

if \( \text{rand}(\cdot) \leq \text{PAR} \)
\[
x'_g = x'_{\text{best}, g}
\]
else
\[
x'_g = x'_g
\]
end

where \( \text{best} \) is the index of the best harmony in the HM.

Step 6: Update the HM. If the newly improvised harmony vector has a better fitness function compared to the worst harmony in the HM, it replaces that worst harmony.

Step 7: Stop if the maximum number of improvisations, \( N_I \), is reached, otherwise go back to Step 4.

RESULTS AND DISCUSSION

In order to demonstrate the effectiveness of the proposed \( \text{MIMO ANFIS} \) controller, which acts as a feedback controller as shown in Fig. 2, two nonlinear \( \text{MIMO plants} \) are selected to be controlled by this controller. The aim is to test the ability of this controller in decoupling of loop-interactions while tracking the given reference inputs \( r_1(k) \) and \( r_2(k) \). Therefore, the training and testing signals were deliberately chosen as shown in Fig.s 3 (a, b) and 4 (a, b) respectively. From these figures, it is clear that there is a difference between the training and the testing signals. This difference is important in testing the generalization ability of this controller. The PSO parameters are set to the following values: group size 50; maximum number of iterations: 300, \( c_1: 2.0, c_2: 2.0, \) and \( w: 0.5 \). From the simulation tests, these values were found to be sufficient for training the \( \text{MIMO ANFIS} \) controller presented in this work to control the following nonlinear \( \text{MIMO plants} \):

Plant 1:
A multivariable nonlinear plant is described by the following (Narendra and Parthasarathy, 1990; Belikov and Petlenkov, 2008):
Fig. 4 shows the output responses, control actions and the best 0.5ISE against the iterations for this plant. Fig.s 4 (a) and 4 (b) show that the proposed MIMO PID-like ANFIS controller has performed well in both tracking and de-coupling in controlling this MIMO plant, where the tracking of the two reference signals has been achieved with zero steady-state error and very small overshoot at the beginning of each step change. Fig.s 4 (c) and 4 (d) show that there is a sharp control action when each reference input is changed. This action is necessary to compensate for the interactions between the loops. Bearing in mind the difference between the training and the testing signals, it can be concluded that this controller has achieved good generalization ability. From Fig. 4 (e), it can be seen that the 0.5ISE has reached its near optimal value in less than the early 40 iterations. Therefore, the choice of the maximum number of iterations to be 300 seems to be adequate. This fact indicates the fast convergence to the optimal solution that has been achieved by the PSO in training this controller. In order to compare the results of controlling this MIMO plant with other works, the same reference signals used in (Belikov and Petlenkov, 2008) are also adopted here with the same settings for the PSO parameters described above, and the results are shown in Fig. 5. Compared to the results presented in (Belikov and Petlenkov, 2008), Fig. 5 (a) shows that the MIMO PID-like ANFIS controller has achieved better tracking accuracy to the reference signals. It is worth to highlight that the control design method used in (Belikov and Petlenkov, 2008) was based on the analytical calculation of control signals using a neural network as an identifier to the controlled system. As a consequence, the effectiveness of this control design approach depends on the identifier accuracy in representing the identified system. On the other hand, the MIMO PID-like ANFIS controller presented in this work is characterized by its simplicity in implementation with no need for an identifier to the system to be controlled. Fig. 5 (b) shows the control signals produced by the MIMO PID-like ANFIS controller to effectively handle each step change in the two reference signals.

**Plant 2:**

This nonlinear MIMO plant is described by the following (Song and Li, 2006; Petlenkov, 2007):

\[
\begin{align*}
    y_1(k) &= \frac{0.7 y_1(k-1) y_2(k-2)}{1 + y_1(k-1) + y_2(k-2)} + 0.3 u_1(k-2) + u_1(k-1) + 0.2 u_2(k-2) \\
    y_2(k) &= \frac{0.5 y_1(k-1) \sin(y_2(k-2))}{1 + y_2(k-1) + y_2(k-2)} + 0.5 u_2(k-2) + u_2(k-1) + 0.2 u_1(k-2) 
\end{align*}
\]

Fig. 6 shows the output responses, control actions and the best 0.5ISE against the iterations for this plant. Despite the complexity of this plant, the MIMO PID-like ANFIS controller has achieved good de-coupling and tracking to the desired responses (see Fig.s 6 (a) and 6 (b)) with zero steady-state error and some oscillations at the start of each change in the testing signals. Although the training signals are different from the testing signals, the MIMO ANFIS controller has successfully generalized its learning to effectively deal with unexpected testing signals. This performance for the controller is due to its control actions given in Fig.s 6 (c) and 6 (d). As in the first plant, the 0.5ISE has reached to its near optimal value in less than the early 40 iterations, as shown in Fig. 6 (e).

**Comments on Handling the Coupling Effects:**

In the above mentioned MIMO plants, the loop-interactions can be observed from the dependency of one output on the previous state of the other output, as indicated in equation (13), and moreover, on the previous state of the other input, as indicated in equation (14). For each of these two plants, the training (and testing) signals for each of the two loops were selected to be the inverse of each other. This selection was made in order to evaluate the controller ability in handling difficult type of inputs that stimulate the coupling effects inherited in the MIMO plant. In this work, the controller efficiency to cope with these coupling problems is assessed by the resulting system response to the testing signals. It is worth mentioning that in some reported works (Mahmoud et al., 2010; Lasheen et al., 2009; Mahmoud et al., 2008; Chopra et al. 2007), two separate decoupling controllers, beside the two main controllers, were utilized to handle the loop-interactions problem. However, in this work the reliance was only on the two ANFIS controllers to handle this coupling issue.
Fig. 1: Structure of the PID-like ANFIS controller.

Fig. 2: A MIMO (2 × 2) plant controlled by the MIMO PID-like ANFIS controller.
Fig. 3: Training signals (a) for the first input (b) for the second input.
Fig. 4: Plant 1 (a) first reference input and plant output (b) second reference input and plant output (c) first control signal (d) second control signal (e) best 0.5ISE.

Fig. 5: Plant 1 subjected to other reference signals (a) first and second reference inputs and plant outputs (b) first and second control signals.
Fig. 6: Plant 2 (a) first reference input and plant output (b) second reference input and plant output (c) first control signal (d) second control signal (e) best 0.5ISE.
Fig. 7: Plant 1 subjected to 20% external disturbances (a) first reference input and plant output (b) second reference input and plant output (c) first control signal (d) second control signal.

Table 1: Comparison results of the PSO, the GHS, and the GA in the task of training the MIMO ANFIS controller

<table>
<thead>
<tr>
<th>Optimization Method</th>
<th>criterion</th>
<th>Controlled Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Training 0.5ISE</td>
<td>Plant 1</td>
</tr>
<tr>
<td>PSO</td>
<td></td>
<td>0.1638</td>
</tr>
<tr>
<td></td>
<td>Average Testing 0.5ISE</td>
<td>0.0815</td>
</tr>
<tr>
<td></td>
<td>Average Time (sec.)</td>
<td>135.496</td>
</tr>
<tr>
<td>GHS</td>
<td>Average Training 0.5ISE</td>
<td>0.1728</td>
</tr>
<tr>
<td></td>
<td>Average Testing 0.5ISE</td>
<td>0.0884</td>
</tr>
<tr>
<td></td>
<td>Average Time (sec.)</td>
<td>200.598</td>
</tr>
<tr>
<td>GA</td>
<td>Average Training 0.5ISE</td>
<td>0.1739</td>
</tr>
<tr>
<td></td>
<td>Average Testing 0.5ISE</td>
<td>0.1047</td>
</tr>
<tr>
<td></td>
<td>Average Time (sec.)</td>
<td>277.881</td>
</tr>
</tbody>
</table>
Robustness Test:

This test is done to establish how robust the MIMO ANFIS controller is to environmental changes that might encounter the control system. This test was achieved on Plant 1 by applying a bounded external disturbance of 20% of the first output and −20% of the second output at the testing phase. The first disturbance is applied at the interval \((40 \leq k \leq 45)\) while the second one is applied at the interval \((140 \leq k \leq 145)\) of the two testing signals. Fig. 7 shows the two plant outputs along with the two control actions of the controller for this test. By examining Fig.s 7 (c) and 7 (d), it can be seen that the control actions of the ANFIS controller are adapted to eliminate the effect of the external disturbances, where the convergence to the desired responses is achieved after the adaptation of the control signals as shown in Fig.s 7 (a) and 7 (b). This result gives an indication that this intelligent controller, trained by the PSO technique, has the ability to handle external disturbances.

A Comparative Study with Other Optimization Techniques:

In order to assess the effectiveness of the PSO technique in training the MIMO ANFIS controller, a comparative study is made in this section with a real-coded GA and a newly developed optimization method, namely the GHS. Similar to the PSO, the real-coded GA and the GHS are used to train the MIMO ANFIS controller to control the two nonlinear MIMO plants described before. The same training and testing signals, used for the two previous plants, are used for all the tests. The GHS parameters are set as follows: \(HMS: 50\), maximum number of improvisations: 15000, \(HMCR: 0.8\), and \(PAR: 0.5\). On the other hand, the parameters of the GA are set to the following values; population size: 50, maximum number of generations: 300, \(P_c: 0.8\), and \(P_m: 0.05\). For the current application, and after several simulation tests, these parameter settings for each of the GHS and the GA were found to be adequate to achieve a satisfactory performance in training the MIMO ANFIS controller. Unlike the PSO and the GA, the maximum number of improvisations is set to 15000 in the GHS for the following reason. Since the procedure for both the PSO and the GA involves evaluating the entire group (population) in one iteration (generation), then the total number of performance evaluations in one run will be \(50 [\text{group (population) size}] \times 300 [\text{maximum number of iterations (generations)}] = 15000\) evaluations. On the other hand, the GHS procedure is designed to evaluate only one solution vector in a given iteration, therefore, the maximum number of improvisations is set to 15000 in the GHS to be equivalent to the 15000 performance evaluations in both the PSO and the GA. Due to the stochastic nature of all the optimization methods involved in this study, the result obtained from one simulation run might be different from that of other runs. For this reason, and in order to achieve a more reliable comparison study, five runs were conducted for each method in controlling each of the two plants. Then the average objective function and average time from each of these five runs are considered as the basis in this comparison. Table 1 summarizes the results of comparing the performances of the PSO, the GHS, and the GA in training the MIMO ANFIS controller.

A careful examination to the results in Table 1 reveals that the PSO technique has achieved the best performance compared to the GHS and the GA for the two plants. In terms of processing time, it is obvious that the PSO has required the least processing time. Unsurprisingly, this performance for the PSO can be attributed to its simple concept and uncomplicated operators. On the other hand, in terms of control accuracy, the PSO has achieved less training and testing 0.5ISE compared to the GHS and the GA for the two plants. Therefore, the results in Table 1 clearly indicate that the PSO technique is a more suitable candidate to train the MIMO ANFIS controller in the task of controlling nonlinear MIMO systems.

Conclusions:

In this paper, the PSO technique has been utilized to train a PID-like ANFIS controller to control nonlinear MIMO systems. Unlike the hybrid learning method, which is widely used to train the ANFIS network, the PSO technique does not require a teaching signal and hence, it is a more suitable method to train the ANFIS network as a feedback controller. Moreover, the trial and error method in finding the optimal settings for the controller scaling factors was avoided by leaving this task to the PSO technique to find these settings. In order to reduce the number of parameters to be optimized by the PSO in the ANFIS structure, only two parameters have been used for the bell-shaped membership functions in the premise part of each rule. In addition, the zero-order Sugeno fuzzy model was used in order to reduce the number of the consequent parameters from 1000 parameters in the case of a first-order Sugeno fuzzy model into 250 parameters in the case of the zero-order model. The simulation results showed the effectiveness of the PSO technique in training the MIMO ANFIS controller in terms of control accuracy and generalization ability. Moreover, from the robustness test, this controller has shown a remarkable ability in eliminating the effects of external disturbances. Finally, based on a comparative study, the PSO technique has shown its superiority over the GHS and the GA in training the MIMO ANFIS controller in terms of control accuracy and processing time.
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