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INTRODUCTION

Software Engineering is a discipline which is majorly concerned about development of systematic large software applications that are used in digital computers. This involves various theories and methodologies in designing which includes not only technical issues like tools and technologies for professional software development but also management aspects like scheduling, staffing, organizing, planning, controlling and budgeting. Software Engineering is a complex process which solves the problem by modeling it as an abstract model or also referred as iconic model. When compared with science SE is closely related to good practices in business. This well-perceived scientific method of software development takes user requirement as input and a software product is delivered as output.

This systematic and organized approach in software development was performed with a sequence of stages referred as Software Development Life Cycle. Some of the popular and commonly used SDLC models are agile development, waterfall model, V model, feature driven development model, several hybrid models, object oriented models, and various prototyping models. The structured set of tasks that are involved to develop the software system is called as a process. Each stage in SDLC is a process involving resources developers and customers. It is very difficult to obtain such accurate information at the early development stage of a software project. These issues led to the introduction of variety of techniques to solve the relevant issues. There exists variety of techniques, imputation based models yield much attraction and focus of the researchers due to their enhanced performance. Among those models, Genetic Algorithm (GA) is stochastic especially in domains where a direct search method cannot reveal better outputs and of course in the large search spaces. They have an advantage to operate with incomplete data to extract significant rules. From the above perspectives, the objective of this proposed research is to formulate a comprehensive model using Graphical and Genetic Approaches. This hybrid effort estimation model produces accurate outputs even with incomplete and vague data. The performance of the proposed approach is validated in terms of standard performance factors and demonstrated the efficiency of the same.
High level resource assessment is necessary to develop a project in a refined manner. Since this key role helps in predicting effort and time span for completion of project. Many researchers declare that without proper planning and unrealistic approaches the industry fails. Having these in the forefront accurate estimation persuades now a days. Effective and strong estimates help the estimators to plan and control successfully. It is principally necessary to estimate effort for software projects and set deadline to do it profitably without cost overruns, schedule slipping and with utmost customer satisfaction.

Overview of COCOMO Effort Estimation Scheme:
The COCOMO model is an empirical model that was derived empirically based on the data from large number of software projects. These data were analysed and a model was formulated empirically to the best fit of the observations. These formulae link the size of the system and product, project and team factors to the effort to develop the system. In COCOMO, effort is expressed in Person Months (PM) as

\[ PM = a \times (SIZE)^b \times \prod_{i=1}^{15} EM_i \]

where,

- “a” and “b” are empirical constants,
- EM refers to the set of Effort Multipliers. It contains 15 effort multipliers.
- SIZE refers to the size of the project in terms of Lines of Code (LOC).

Hence, in principle, the effort is calculated by multiplying the estimation variable with the constant ‘a’ in the first stage, and some effort can be added with or deducted from the calculated effort at the second stage. In addition to that, each user should calibrate the model and the attribute values in accordance to their own historical projects data, which will reflect local circumstances that greatly influences accuracy of the model. From these viewpoint, whenever using the algorithmic effort estimation models, it is preferred that the impacts of cost drives have to be quantified and assessed in a proper way. Since the significance of the vagueness and uncertainty features that are inhabited in the effort drives due to the cognitive judgments are less, this Imputation approach can be preferred and applied to change the estimation scheme of the COCOMO II, which can substitute values in the place of vague information.

It is observed that the accuracy of the COCOMO II is relied on three attributes; the value of estimation variable, the overall value of the effort multipliers and their impact in the estimation scheme. Here the estimation variable is the primary attribute and standard methods available for estimating the estimation variables (e.g. LOC, FP count, etc…)\[10\]. It is simple to estimate the overall value of the effort multipliers after assigning the appropriate values as per the requirements. But the complicated issue is to estimate impact of the effort multipliers, which plays a major role in the estimation scheme and causes for overestimation or underestimation of the software development effort.

Categorization of Effort Multiplier Using Graphical Approach:
In this view, this work is aimed at refining the cost drivers and scale factors handling mechanisms in COCOMO II estimation scheme. There are 17 effort multipliers as cost drivers and they are devised into two groups; Optimistic Group and Pessimistic Group.

Definition-1: Optimistic Group (OG): This group can be defined as a set of effort multipliers of whose range of values are inversely proportional to the overall effort to be predicted and it can be described as follows:

\[ OG = \{EM1, EM2, ..., EM9\} = \{ACAP, PCAP, PCON, AEXP, PEXP, LTEX, TOOL, SITE, SCED\} \]

Definition-2: Pessimistic Group: This group can be defined as a set of effort multipliers of whose range of values are directly proportional to the overall effort to be predicted and it can be described as follows:

\[ PG = \{EM10, EM11, ..., EM17\} = \{RELY, DATA, CPLX, RUSE, DOCU, TIME, STOR, PVOL\} \]

This classification makes a sense in the estimation scheme and plays a significant role in improving the accuracy of the COCOMO II estimation model. The three attributes model can be visualized as a three edged object in a graphical form. In this scheme the overall effort can be estimated in terms of the area(s) of three edged object(s). Let us consider the figure 2(a).
Fig. 2: Model Formulation using Graphical Representations – A Proof for Size does matter.

In the triangle A, the slope ‘ca1’ represents the overall value of the effort multipliers of the Pessimistic Group (PG). The length of the line ‘ce1’ will be determined accordingly using the value of the estimation variable, here it is LOC measure. By having the lengths of ‘ca1’ and ‘ce1’, the length of ‘δ1’ can be determined automatically, which represents the impact of the effort multipliers over the overall effort to be estimated. The angle between the lines ‘ca1’ and ‘ce1’ will be determined by the slope of ‘ca1’, which will be determined by overall value of the effort multipliers of the Pessimistic Group (PG). For a constant LOC value, depending on
the values of the effort multipliers of the Pessimistic Group (PG), the area under the triangle ‘ca1e1’ will be varied accordingly.

Similarly, in the triangle B, the slope ‘cb1’ represents the overall value of the effort multiplier of the Optimistic group (OG). The length of the line ‘cd1’ will be determined accordingly by the value of the estimation variable, here it is LOC measure. By having the length of ‘cb1’ and ‘cd1’, the length of ‘δ1’ can be determined automatically, which represents the impact of the effort multipliers over the overall effort to be estimated. The angle between the lines ‘cb1’ and ‘cd1’ will be determined by the slope of ‘cb1’, which will be determined by overall value of the effort multipliers of the Optimistic Group (OG). For a constant LOC value, depending on the values of the effort multipliers of the Optimistic Group (OG), the area under the triangle ‘cb1d1’ will be varied accordingly. The Graphical representations are shown below in Fig.2. Let LOC be the height of the triangle, δ1 be the impact of the effort multipliers in the PG set and δ2 be the impact of the effort multipliers in OG set. The effort can be calculated as the areas of the triangles for the PG and OG sets.

The corresponding areas can be calculated respectively as follows:

\[ pG_{E_2a} = 0.5 \times \delta_1 \times \text{height} \] (1)

\[ oG_{E_2a} = 0.5 \times \delta_2 \times \text{height} \] (2)

where,

PGE2a is the effort due to the Pessimistic Group in the figure 2(a),
OGE2a is the effort due to the Optimistic Group in the figure 2(a).

Now based on the insights of the deductive and additive theories of impact of effort multipliers over the overall effort, the values of δ1 and δ2 can be assumed accordingly. By following the deductive principle, the value of δ1 can be taken as LOC/EM and by following the additive principle, the value of δ2 can be taken as LOC*EM. This cognitive assumption improves the accuracy of the COCOMO estimation scheme to a larger extent.

By substituting the values of δ1 and δ2, the equations (1) and (2) can be rewritten as follows:

\[ pG_{E_2a} = 0.5 \times \frac{LOC \times EM}{EM} \times LOC \] (3)

\[ oG_{E_2a} = 0.5 \times \frac{LOC}{EM} \times LOC \] (3)

Then the total effort is defined as the product of efforts due to OG and PG and it can be calculated as follows:

\[ E_{2a} = pG_{E_2a} \times oG_{E_2a} \] (4)

Hence the overall effort includes the corresponding impacts of both the types of effort multipliers. An important and interesting point to be noted in this scheme is, though by keeping the values of effort multipliers as constants, the corresponding impact may be varied in accordance to the variations in the value of LOC measure. This interesting property of this scheme can be explained in detail under various conditions as follows:

**CASE1 – If the LOC value is increased:**

As already discussed above, the value of LOC has the direct impact on the overall effort. i.e. overall effort increases along with the increments in the LOC value and the overall effort decreases along with the decrements in the LOC value by keeping the other parameters as constant. In the figure 2(b), the LOC value is increased from LOC to LOC1 and these increments are clearly represented in both the triangles. In the figure 2(b), the variations are done only based on the LOC values, but these variations are automatically reflected in the impacts of the effort multipliers. i.e. the value of δ1 is increased to δ4 and the value of δ2 is increased to δ3. Since the overall effort is the function of areas of the triangles, the increments in the values of δ1 and δ2 (as δ4 and δ3) will be correspondingly reflected in the overall effort.

From the figure 2(b), the corresponding overall effort can be estimated as follows:

\[ E_{2b} = pG_{E_2b} \times oG_{E_2b} \] (5)
where, 
\(E_{2b}\) is the overall effort from the figure 2(b),
\(PGE_{2b}\) is the effort due to the Pessimistic Group in the figure 2(b)
\(OGE_{2b}\) is the effort due to the Optimistic Group in the figure 2(b).

The effort of Pessimistic Group can be written as follows:

\[
PGE_{2b} = 0.5 \ast (\delta_1 + \Delta \delta_{PG}) \ast (LOC + \Delta LOC)
\]  

(6)

where,
\(\Delta \delta_{PG}\) is the change in the impact of the effort multiplier of 
PG and it can be calculated as \(\delta_4 - \delta_1\)
\(\Delta LOC\) is the change in the LOC measure and it can be calculated as LOC1-LOC.

Similarly, effort of Optimistic Group can be written as

\[
OGE_{2b} = 0.5 \ast (\delta_2 + \Delta \delta_{OG}) \ast (LOC + \Delta LOC)
\]

(7)

where,
\(\Delta \delta_{OG}\) is the change in the impact of the effort multiplier of OG and it can be calculated as \(\delta_3 - \delta_2\)
\(\Delta LOC\) is the change in the LOC measure and it can be calculated as LOC1-LOC.

Hence, in this case, the increment is done in the LOC measure only. But, though there is no change in the values of effort multipliers, the corresponding impact has been taken into account in accordance to the variation in the value of LOC and accordingly the overall has been estimated. This significant property can be realized through the equations (6) and (7) as in the above case.

CASE2 - If the LOC value is decreased:

In the figure 2(c), the LOC value is decreased from LOC to LOC1 and these decrements are clearly represented in both the triangles. In the figure 2(c), the variations are done only based on the LOC values, but these variations are automatically reflected in the impacts of the effort multipliers, i.e. the value of \(\delta_1\) is decreased to \(\delta_4\) and the value of \(\delta_2\) is decreased to \(\delta_3\). From figure 2(c), the corresponding overall effort can be estimated as follows:

\[
E_{2c} = PGE_{2c} + OGE_{2c}
\]

(8)

where,
\(E_{2c}\) is the overall effort from the figure 2(c),
\(PGE_{2c}\) is the effort due to the Pessimistic Group in the figure 2(c)
\(OGE_{2c}\) is the effort due to the Optimistic Group in the figure 2(c).

The values of PGE2c and OGE2c can be calculated as follows:

\[
PGE_{2c} = 0.5 \ast LOC_1 \ast EM \ast LOC_1
\]

(9)

\[
PGE_{2c} = 0.5 \ast (\delta_1 - \Delta \delta_{PG}) \ast (LOC - \Delta LOC)
\]

(10)

where,
\(\Delta \delta_{PG}\) is the change in the impact of the effort multiplier of PG and it can be calculated as \(\delta_1 - \delta_4\)
\(\Delta LOC\) is the change in the LOC measure and it can be calculated as LOC - LOC1.

Similarly, the equation (10) can also be written as

\[
OGE_{2c} = 0.5 \ast (\delta_2 - \Delta \delta_{OG}) \ast (LOC - \Delta LOC)
\]

(11)

where,
\(\Delta \delta_{OG}\) is the change in the impact of the effort multiplier of OG and it can be calculated as \(\delta_2 - \delta_3\)
\(\Delta LOC\) is the change in the LOC measure and it can be calculated as LOC - LOC1.

CASE3 - If the EM range is increased:

It is also discussed that the range of EM also has the impact on the overall effort, i.e. overall effort increases along with the increments in the range of PG set by keeping the other parameters as constant. In the figure 2(d), the EM range of both the groups are increased. The corresponding overall effort can be estimated as follows:
\[ E_{2d} = PGE_{2d} \times OGE_{2d} \] (12)

where,
- \( E_{2d} \) is the overall effort from the figure 2(d).
- \( PGE_{2d} \) is the effort due to the Pessimistic Group
- \( OGE_{2d} \) is the effort due to the Optimistic Group in the figure 2(d).

The values of \( PGE_{2d} \) and \( OGE_{2d} \) can be calculated as follows:

\[ PGE_{2d} = 0.5 \times (\delta_1 + \Delta \delta_{PG}) \times LOC \] (13)

\[ OGE_{2d} = 0.5 \times (\delta_2 - \Delta \delta_{OG}) \times LOC \] (14)

where,
- \( \Delta \delta_{OG} \) is the change in the impact of the effort multiplier of OG and it can be calculated as \( \delta_2 - \delta_3 \).
- \( \Delta \delta_{PG} \) is the change in the impact of the effort multiplier of PG and it can be calculated as \( \delta_1 - \delta_4 \).

**CASE 4 – If the EM range is decreased:**

In the figure 2(e), the EM range of both the groups is decreased. When the range of OG group decreased from EM to EM1 then the slope of the line cb1 decreases and falls to the point b2, i.e \( \delta_2 \) to \( \delta_3 \), thus the effort increases in OG group, similarly for PG group if the range decreases from EM to EM1, then the slope of the line ca1 decreases to point a2 as shown in the figure 2(e). The corresponding effort can be estimated as follows:

\[ E_{2e} = PGE_{2e} \times OGE_{2e} \] (15)

where,
- \( E_{2e} \) is the overall effort from the figure 2(e).
- \( PGE_{2e} \) is the effort due to the Pessimistic Group
- \( OGE_{2e} \) is the effort due to the Optimistic Group in the figure 2(e).

The values of \( PGE_{2e} \) and \( OGE_{2e} \) can be calculated as follows:

\[ PGE_{2e} = 0.5 \times (\delta_1 - \Delta \delta_{PG}) \times LOC \] (16)

\[ OGE_{2e} = 0.5 \times (\delta_2 + \Delta \delta_{OG}) \times LOC \] (17)

where,
- \( \Delta \delta_{OG} \) is the change in the impact of the effort multiplier of OG and it can be calculated as \( \delta_3 - \delta_2 \).
- \( \Delta \delta_{PG} \) is the change in the impact of the effort multiplier of PG and it can be calculated as \( \delta_4 - \delta_1 \).

**CASE 5 – if the EM Range of OG is decreased and EM range of PG is increased:**

In the figure 2(f), the EM range of OG group is decreased and the EM range of PG group is increases. When the range of OG group decreased from EM to EM1 then the slope of the line cb1 decreases and falls to the point b2, i.e \( \delta_2 \) to \( \delta_3 \), thus the effort increases in OG group, similarly for PG group if the range increases from EM to EM1, then the slope of the line ca1 increases to point a2 as shown in the figure 2(f). From the Figure 2(f), the corresponding overall effort can be estimated as follows:

\[ E_{2f} = PGE_{2f} \times OGE_{2f} \] (18)

where,
- \( E_{2f} \) is the overall effort from the figure 2(f).
- \( PGE_{2f} \) is the effort due to the Pessimistic Group in the figure 2(f)
- \( OGE_{2f} \) is the effort due to the Optimistic Group in the figure 2(f).

The values of \( PGE_{2f} \) and \( OGE_{2f} \) can be calculated as follows:
\[ PGE_{2f} = 0.5 \times LOC \times EM_1 \times LOC \]  
(19)

\[ OGE_{2f} = 0.5 \times LOC \times EM_1 \times LOC \]  
(20)

The equation (19) can also be written as follows:

\[ PGE_{2f} = 0.5 \times (\bar{\delta}_1 + \Delta \delta_{PG}) \times LOC \]  
(21)

The equation (24) can also be written as

\[ OGE_{2f} = 0.5 \times (\bar{\delta}_2 + \Delta \delta_{OG}) \times LOC \]  
(22)

where,

\[ \Delta \delta_{PG} \] is the change in the impact of the effort multiplier of PG and it can be calculated as \( \delta_4 - \delta_1 \).

\[ \Delta \delta_{OG} \] is the change in the impact of the effort multiplier of OG and it can be calculated as \( \delta_3 - \delta_2 \).

Hence, in this case, the changes are made in the EM measure only. But, though there is no change in the values of LOC, the corresponding impact has been taken into account in accordance to the variation in the value of EM and accordingly the overall has been estimated. This significant property can be realized through the equations (21) and (22). By using the equations (3) and (4) the overall effort can be estimated. Since there is no appropriate method available for estimating the impact of the effort multipliers, this scheme may be the first to estimate the impact of the effort multipliers as a function of LOC. This scheme yields a considerable degree of underestimation in overall effort estimation. Hence the output is given as input for further optimization.

\[ f(x) = (\prod_{i=1}^{a} 0.5 \times LOC^2 \times PGE_{i} \times \prod_{j=1}^{b} 0.5 \times LOC^2 \times OGE_{j}) / LOC^k \]  
(23)

Where \( 0 < x < 1 \) and \( LOC \geq 1 \)

Further, the above equation is given as input to the Genetic Part for further optimization. This Genetic approach is used for optimization problems and it curtails the residual values with the Hybrid Imputational approach.

**Effort Estimation Optimization using Genetic approach:**

Genetic algorithm is used in this research to enhance the performance of effort estimation. This approach is useful to select the most relevant features of effort estimates and cost drivers which have certainly significant influence on the COCOMO effort estimation model even if the input level is incomplete. If uncertainty exists in the input parameters, errors in the estimates are more or accuracy may not be good. A brief sketch of improving Effort estimation using GA is shown in figure 3. The figure depicts the flow is a cyclic process of Reproduction, Crossover and Mutation for N populations. Estimation process starts with an initial population of N project (chromosomes) with 17 EM’s (genes) as input which follows genetic operations of Reproduction, Crossover and Mutation. In reproduction initial population chromosomes are grouped based on project mode and each chromosomes in each group is ranked based on fitness function. For the opted pair of parental chromosomes crossover non-nominal effort multipliers weightage through adjustment. Weightage of operation is performed for repairing OG each non-nominal multiplier are adjusted by adding or deducting weightage based on, tracking made on all the chromosomes for specific effort multiplier.

**PSEUDO CODE FOR EFFORT ESTIMATION**

**Pseudo code 1 // Effort Estimation using Genetic Algorithm**

N ← Population size  
Pmax← Sub population size  
Pn← Number of iteration for generating sub population from N populations  
Pmax1 ← 0  
Pstart ← 1  
Pmax ← N / 2  
Pn ← N / Pmax  
For j ← 1 to (Pn)  
For i ← Pstart to Pmax
P ← Initialize sub population ( )
P ← Perform Selection ( )
(Offi, Offi+1) ← Crossover operation (Pi, Pi+1)
Offspring Evaluation (Offi, Offi+1)
(Offi', Offi+1') ← Mutation operation on nominal valued genes (Offi, Offi+1)
Offspring Evaluation (Offi', Offi+1')

Minimizing the \( f(x) \) for the offsprings by finding the value of ‘x’

\[
f(x) = \prod_{i=1}^{n} 0.5^{*} LOC^{*} + ^{*} EM, \prod_{i=1}^{n} 0.5^{*} LOC^{*} /^{*} EM, / LOC^{*}
\]

where, \( 0 < x < 1 \) and \( LOC \geq 1 \)

If \( j \) \( \neq Pn \) then

\[
P_{start} = P_{max} + 1
\]

\[
P_{max} = P_{start} + P_{max}
\]

Else

\[
P_{start} = P_{max} + 1
\]

\[
P_{max} = N - P_{max}
\]

\[
P_{max} = P_{start} + P_{max}
\]

End if

End For

End For

The general structure of the effort estimation is shown in Pseudo code 1. This codes a solution from underestimation or overestimation of effort multipliers for accurate effort. To code a solution, projects with 17 effort multipliers are chromosomes, where genes are effort multipliers used as initial population. The Schema theorem proposes that “fit individuals having chromosomes with particular patterns of gene that perform well, termed schemata” (Goldberg D.E. 1989). The fit individuals find more chances in reproduction phase these are proliferated into the population and this increase the opportunity of better solutions. GA implicitly conducts a parallel search over a large number of schemata. This implicit parallelism is one of the reasons for the good performance of GA (Beasley D., Bull 1993). GA’s find facility to have good building block (Goldberg D.E. 1989) which has short length schemata which tends to enhance the fitness of an individual when integrated into it. Since fit individuals have more chances of reproduction, these schemata are propagated in the population, and the chance of finding better solution increases. Also, since every chromosome has a large number of gene patterns, GA absolutely conducts a parallel search over a huge amount of schemata.

Pseudo code 2 // initial population \( POP \) of size \([P_{max} \times C_{Max}]\)

Start
Step 1: Set \( P_{max}, C_{Max} \)
Step 2: Initialize \( P_{cur} = 0 \)
Step 3: Obtain the range of values for each \( EM \)
Step 4: Repeat through Step 6 Until \( P_{cur} \leq P_{max} \)
Step 5: Generate \( Indiv \) of size \([1 \times C_{Max}]\)
\[ \forall i \left[ 1 \leq i \leq C_{Max} \right], \quad Indiv[i] = UniformRandom(range(EM[i])) \]
Step 6: Add the generated individual into the Population
\[ P_{cur} = P_{cur} + 1; \quad POP[P_{cur}] = Indiv; \]
Step 7: return \( POP \)
Stop

Initial Population is represented as shown below:

Two point crossover operations are performed in generating offsprings. Mutation operation is carried on each nominal gene of offspring’s generated which undergoes a series of process for offspring’s effort estimation. Effort estimation is made succeeding nominal weightage adjustment of both pessimistic and optimistic group in each offspring. Mutation of 0.01% is carried over nominal genes in the offspring by means of weightage adjustment by adding or deducting from the original weightage. Termination check is made if N population has been completed inorder to terminate the process else the cyclic process from reproduction, crossover and mutation operation will be carried on till completions of effort estimation of N projects. The algorithmic approach and its elements, such as chromosomal representation, initial population, GA operators (such as crossover and mutation) and control parameters used in gene repairing. This codes a solution from
underestimation or overestimation of effort multipliers for accurate effort person month estimation. To code the solution project with 17 EM’s are chromosome, where genes are effort multipliers used as initial population. To evaluate real value encoding for representing chromosomes has been used a straightforward way to work on real-time data’s. Direct proportionality is used in fitness evaluation considering four genes (LEXP, PCAP, CPLX and ACAP) as a base for best pair of chromosomes as parents. In selection integration of grouping and ranking technique has been followed apart for best parents pairing apart from fitness evaluation. Two point crossover operation ( ) have been used for offspring’s generation which used the method of gene Tran-infection and repairing for gene weightage adjustment. Mutation operation ( ) is carried further on offspring in order to improve the accuracy of effort estimation with 0.01 percentage. Effort estimation through offspring evaluation ( ) will be carried out for whole population.

Experimentation and Result Analysis:

The ability of the COCOMO II and proposed estimation models are examined using standard performance validation measures like Magnitude of Relative Error (MRE), Magnitude of Absolute Error (MAE), Correlation, Root Mean Square (RMS), Mean Magnitude of Relative Error (MMRE), Relative Root Mean Square (RMSE) and PRED. The outcomes of the analyses are recorded in the Table I. It is understood that, the accuracy of COCOMO II is uncertain because 45 projects’ scale factor is not in the agreement with the model manual. Only one projects’ scale factor lies away from the range in the proposed hybrid model. Due to the above said scale factor, the rest of the performance measures are uncertain in the COCOMO II. Except for the underestimated result all others are satisfactory with the proposed model. In the proposed model 60 projects were underestimated whereas in COCOMO II is 49. But comparing with the results of other measures and the amplitude of under estimation it is accepted.

Table I: Overall Comparison Between the COCOMO II and Proposed Model.

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Parameters</th>
<th>COCOMO II Effort Estimation</th>
<th>Proposed Effort Estimation</th>
<th>Impact Status of Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No. of Cost drives</td>
<td>17</td>
<td>17</td>
<td>+ve</td>
</tr>
<tr>
<td>2</td>
<td>No. of Scale Factors</td>
<td>5</td>
<td>5</td>
<td>+ve</td>
</tr>
<tr>
<td>3</td>
<td>Scale Factors range</td>
<td>1.01 to 31.62</td>
<td>0.087 to 2.899</td>
<td>+ve</td>
</tr>
<tr>
<td>4</td>
<td>No. of Project lie within the SF range</td>
<td>45</td>
<td>95</td>
<td>+ve</td>
</tr>
<tr>
<td>5</td>
<td>No. of project does not lie within the SF range</td>
<td>51</td>
<td>1</td>
<td>+ve</td>
</tr>
<tr>
<td>6</td>
<td>Maximum MRE (%)</td>
<td>1,073.51</td>
<td>31.46</td>
<td>+ve</td>
</tr>
<tr>
<td>7</td>
<td>MMRE (%)</td>
<td>33.65</td>
<td>0.087</td>
<td>+ve</td>
</tr>
<tr>
<td>8</td>
<td>RMS</td>
<td>2254.99</td>
<td>51.1063</td>
<td>+ve</td>
</tr>
<tr>
<td>9</td>
<td>RMSE</td>
<td>4,432.37</td>
<td>0.100599</td>
<td>+ve</td>
</tr>
<tr>
<td>10</td>
<td>Correlation Coefficient</td>
<td>0.6952</td>
<td>0.9985</td>
<td>+ve</td>
</tr>
<tr>
<td>11</td>
<td>No. of Project over estimated</td>
<td>47</td>
<td>39</td>
<td>+ve</td>
</tr>
<tr>
<td>12</td>
<td>Standard deviation for over estimated projects</td>
<td>168.8</td>
<td>10.17</td>
<td>+ve</td>
</tr>
</tbody>
</table>
Wilcoxon Signed-Rank Test:

The Wilcoxon signed-rank test is a simple, nonparametric test that determines the level of bias. A nonparametric test may be thought of as a distribution-free test; i.e. no assumptions about the distribution are made. The better results that can be achieved by the model estimates is to show no difference between the number of estimates that over estimated versus those that under estimated. Another performance measure of a model predicting numeric values is the correlation between predicted and actual values. Correlation ranges from +1 to -1 and a correlation of +1 means that there is a perfect positive linear relationship between variables. It can be calculated as follows:

\[
\begin{align*}
p &= \frac{\sum (\text{Predicted}_i - p)^2}{T - 1} \\
S_p &= \sum (\text{Predicted}_i - p) \\
S_a &= \sum (\text{Actual}_i - a) \\
S_{pa} &= \sum (\text{Predicted}_i - p)(\text{Actual}_i - a) \\
\text{Corr} &= \frac{S_{pa}}{\sqrt{S_p * S_a}}
\end{align*}
\]

From the above assessments, it is clearly understood that the correlation coefficient for COCOMO II is 0.6952 and the correlation coefficient for proposed model is 0.9985, which shows better implication in the proposed model rather than the existing.

Conclusion and Future Work:

The purpose of this research was to provide insight into how sophisticated imputation techniques are and this facilitates the understanding. It also integrates between statisticians and software engineers to make succession effort estimation.

This research has described a variant approach for COCOMO II effort estimation model, by redefining the effort multipliers and the scale factors and thereby the overall accuracy of the COCOMO II has been improved. A unique form of graphical representation schemes and Genetic approach has been used for enhancing the estimation schemes of COCOMO II. The enhancement has been proved and objectively compared with the traditional COCOMO II in terms of the performance validation factors such as MRE, MAE, Pred, MMRE, RMS and RRMS. The observations and analyzes over the obtained results may encourage the researchers to enhance other effort estimation schemes to further levels. All decision making process requires quality data which is of greater importance for any validation process. Furthermore this work can be extended to software specific approach.
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