INTRODUCTION

College life can be very stressful. Sometimes parents, faculty and others tend to idealize their college experience and remember it as that idyllic time when they had few worries or responsibilities. To students currently attending college, however, the process is often stressful and frustrating. Before condemning stress outright, we need to understand that stress is only harmful when it is excessive. Much of the stress that we all experience is helpful and stimulating. The challenges of life tend to be stressful and an attempt to avoid stress completely would lead to a rather boring existence. The problem comes when you experience too much stress.

Although some stress reactions are part of deeper and more serious emotional problems, many are not, and can be handled with relatively simple counseling and stress-management techniques. You can use the following guidelines to help manage the college student stress:

1. understand your role in stress reactions
2. develop a balanced life-style and effective personal organization
3. learn specific relaxation techniques
4. gain perspective on problems by discussing them, and
5. clarify your values and develop a sense of spirituality

There are four primary sources of stress:

- The Environment - examples include noise, pollution, traffic and crowding, and the weather.
- Personal Organization - examples include overwork, work demands, social events, and losing a loved one.
- Social Stressors - examples include financial problems, work demands, social events, and losing a loved one.
- Physiological - examples include illness, injuries, hormonal fluctuations, and inadequate sleep or nutrition.

Your Thoughts - the way you think affects how you respond. Negative self-talk, catastrophizing, and perfectionism all contribute to increased stress.

Social Stressors - examples include financial problems, work demands, social events, and losing a loved one.

1.2 Data Mining – Introduction:

Data mining is a type of sorting technique which is actually used to extract hidden patterns from large databases. Data mining concepts and methods can be applied in various fields like marketing, medicine, real estate, customer relationship management, engineering, web mining, etc. Educational data mining is a new emerging technique of data mining that can be applied on the data related to the field of education. It uses many techniques such as decision trees, neural networks, naive bayes, K-Nearest neighbour and many others. Using these techniques different kinds of knowledge can be discovered using association rules, classification and clustering. By using this we extract knowledge that describes students’ performance in the end of the semester examination and all their details. In the face of huge amounts of data, the first task is to sort them out, cluster analysis is to classify the raw data in a reasonable way. The so called clustering is a group of physical or abstract objects, according to the degree of similarity between them, divided into...
several groups, (Srivastava, J., 2000) and makes the same data objects within a groups of high similarity and different groups of data objects which are not similar.

2. The Algorithms in Association Rules Mining:

2.1 The Apriori Algorithm:

The following gives an overview of the Apriori algorithm for finding all frequent itemsets, using the notation. The first pass of the algorithm simply counts item occurrences to determine the large 1-itemsets. A subsequent pass, say pass k, consists of two phases. First, the large itemsets Lk-1 found in the (k-1)th pass are used to generate the candidate itemsets Ck, using the Apriori candidate generation function (apriori-gen) described below. Next, the database is scanned and the support of candidates in Ck is counted. For fast counting, an efficient data structure is used for this purpose. A hash-tree data structure is used for this purpose. The Apriori algorithm is:

\[ \text{Pass 1:} \]
1. Generate the candidate itemsets in C1
2. Save the frequent itemsets in L1
Pass k
1. Generate the candidate itemsets in Ck from the frequent itemsets in Lk-1
2. Join Lk-1 p with Lk-1 q, as follows: insert into Ck select p.item1, p.item2, . . . , p.itemk-1, q.item1 from Lk-1 p, Lk-1 q
3. if Tree contains a single path P do
   insert_tree(P, N)
4. for each transaction Trans in DB do the following
   a. Select and sort the frequent items in Trans
   b. The function insert_tree((p | P), T) is performed as follows. If T has a child N such that N.item-name = p.item-name, then increment N’s count by 1; else create a new node N, and let its count be 1, its parent link be linked to T, and its node-link be linked to the nodes with the same item-name via the node-link structure. If P is nonempty, call insert_tree(P, N) recursively.
5. Return Ck.

2.2 The FP-growth Algorithm:

As shown in, the main bottleneck of the Apriori-like methods is at the candidate set generation and test. This problem was dealt with by introducing a novel, compact data structure, called frequent pattern tree, or FP-tree then based on this structure an FP-tree-based pattern fragment growth method was developed, FP-growth. The definition, according to is as follows.

Definition 1 (FP-tree) A frequent pattern tree is a tree structure defined below.
1. It consists of one root labeled as “root”, a set of item prefix sub-trees as the children of the root, and a frequent-item header table.
2. Each node in the item prefix sub-tree consists of three fields: item-name, count, and node-link, where item-name registers which item this node represents, count registers the number of transactions represented by the portion of the path reaching this node, and node-link links to the next node in the FP-tree carrying the same item-name, or null if there is none.
3. Each entry in the frequent-item header table consists of two fields, (1) item-name and (2) head of node-link, which points to the first node in the FP-tree carrying the item-name.

The actual algorithm, according to (Srivastava, J., 2002) is:

Algorithm 1 (FP-tree construction)
Input: A transactional database DB and a minimum support threshold \( \xi \).
Output: Its frequent pattern tree, FP-tree
Method: The FP-tree is constructed in the following steps:
1. Scan the transaction database DB once. Collect the set of frequent items \( F \) and their supports. Sort \( F \) in support descending order as \( L \), the list of frequent items.
2. Create the root of an FP-tree, T, and label it as “root”. For each transaction Trans in DB do the following.
   a. Select and sort the frequent items in Trans according to the order of \( L \). Let the sorted frequent item list in Trans be \( [p | P] \), where \( p \) is the first element and \( P \) is the remaining list. Call insert_tree\(([p | P], T)\).
   b. The function insert_tree\(([p | P], T)\) is performed as follows. If \( T \) has a child \( N \) such that \( N\text{.item-name} = p\text{.item-name} \), then increment \( N\text{.count} \) by 1; else create a new node \( N \), and let its count be 1, its parent link be linked to \( T \), and its node-link be linked to the nodes with the same item-name via the node-link structure. If \( P \) is nonempty, call insert_tree\((P, N)\) recursively.

The FP-growth algorithm for mining frequent patterns with FP-tree by pattern fragment growth is:

Input: a FP-tree constructed with the above mentioned algorithm;
D – transaction database;
\( s \) – minimum support threshold.
Output: The complete set of frequent patterns.

Method:
call FP-growth(FP-tree, null).
Procedure FP-growth(Tree, A) 
\{
    if Tree contains a single path P then for each combination (denoted as B) of the nodes in the path P do
    generate pattern \( B \cup A \) with support=minimum support of nodes in B
else for each ai in the header of the Tree do
{generate pattern B = ai ∪ A with support = ai.support;
construct B’s conditional pattern base and B’s conditional FP-tree
TreeB;
if TreeB ≠ ∅
then call FP-growth(TreeB, B)
}

2.3 The DynFP-growth Algorithm:
As shown in (Srivastava, J., 2002) the main bottleneck of the Apriori-like methods is at the candidate set generation and test. This problem was taken into consideration by introducing a novel, compact data structure, named frequent pattern tree, or FPtree, then based on this structure an FP-tree-based pattern fragment growth method was developed, FP-growth. The completeness and compactness of this structure is also shown in (Srivastava, J., 2002) Some observations on the way the FP-tree are constructed.
1. The resulting FP-tree is not unique for the same “logical” database.
2. The process needs two complete scans of the database.

Algorithm (Dynamic FP-tree construction):
Input: A transactional database DB and a minimum support threshold ξ.
Output: Its frequent pattern tree, FP-tree
Method: The FP-tree is constructed in the following steps:
1. Create the root of an FP-tree, T, and label it as “root”. For each transaction Trans in DB the next steps must be followed.
a. Add the items in Trans into the header.
b. Select and sort the items in Trans according to the order of the header’s mastertable. Let the sorted frequent item list in Trans be [p | P], where p is the first element and P is the remaining list. Call insert_tree([p | P], T).
c. The function insert_tree([p | P], T) is performed as follows. If T has a child N such that N.item-name = p.item-name, then increment N’s count by 1; else create a new node N, and let its count be 1, its parent link be linked to T, and its nodelink be linked to the nodes with the same item-name via the node-link structure. If P is nonempty, call insert_tree(P, N) recursively.
d. If reordering is needed (i.e. a “promotion” was detected) then call reorder() on the FP-tree.
The reorder() function is performed as follows:
1. Gather the “promoted” items into a reorderList ordered according to their support (descending) and lexicographical order.
2. Call checkpoint() to update the insertion order into the FP-tree.
3. For each item from reorderList go through the list of linked nodes and for each of these nodes call moveUp(node) to place that node into the correct position in the FP-tree, according to the header’s master-table. The moveUp(node) function is defined as:
   1. Repeat the steps (a. to g.) until the node and its current parent are in the properOrder
   a. Take the node’s parent’s parent (pparent)
   b. If parent has the same support as the node, remove the parent from its parent’s childNodes and assign it to newNode
   c. Else perform the following actions:
      i. Create a newNode with the same item as the parent, but having the node’s support.
      ii. Link it into the parent’s list of nodes with the same item.
      iii. Adjust the support of the parent, by subtracting the node’s support
      iv. Remove the node from the childNodes of the parent.
   d. Replace the childNodes into the newNode with the childNodes from the node and update the parent link of the childNodes with their new parent (newNode).
   e. Set the parent link of the node to pparent (the original parent’s parent), initialize its childNodes with the newNode, and set the newNode’s parent to node.
   f. (optional step) If there is already an existingNode for the node’s item in the pparent’s childNodes, then call merge(existingNode, node), and continue with the existingNode as the current node.
   g. Otherwise insert the node into the childNodes of pparent.
The resulting FP-tree is compatible for mining purposes with the original FPgrowth algorithm described in (Srivastava, J., 2002) Because we use the Dynamic-FPtree construction algorithm we renamed the FP-growth in to DynFP-growth.

3. Related Work:
Alaa el-Halees studied how data mining is useful to improve the performance of the student in higher education. For this study association rule, classification rule using decision tree was used for analysis.
Al-Radaideh et al., applied classification data mining techniques to improve the quality of the higher education by evaluating the main attributes of students that affect the performance. This study was used to predict the student’s final grade in acourse.
Ayesha performed study on student learning behavior. For this factors like class quizzes mid and final exam assignment are studied. This study will help the tutors to reduce the ratio of drop out and improve the performance level of students.
Bharadwaj and Pal, used the decision tree method for classification to evaluate performance of student’s. The objective of their study is to discover knowledge that describes students’ performance in end semester examination. This study was quite useful for identifying the dropout’s student in earlier stage and students who need special attention and allow the teacher to provide appropriate advising.

Bharadwaj and Pal, conducted study on the student performance based by selecting 300 students from 5 different degree college conducting BCA (Bachelor of Computer Application) course of Dr. R. M. L. Awadh University, Faizabad, India. By means of Bayesian classification method on 17 attributes, it was found that the factors like students grade in senior secondary exam, living location, medium of teaching, mother’s qualification, students other habit, family annual income and student’s family status were highly correlated with the student academic performance.

Boero, Laureti & Naylor, they found that gender (males have a higher probability of dropping out relative to the reference group of females) is one of the principal determinants of the probability of dropping out and age has a significant positive effect.

Bray, in his study on private tutoring and its implications, observed that the percentage of students receiving private tutoring in India was relatively higher than in Malaysia, Singapore, Japan, China and Sri Lanka. It was also observed that there was an enhancement of academic performance with the intensity of private tutoring and this variation of intensity of private tutoring depends on the collective factors namely economic and social conditions.

Cesar et al., proposed a recommendation system based to help students to make decisions related to their academic track.

Chandra and Nandhini, used the association rule mining analysis to identify students’ failure patterns. The main objective of their study is to identify hidden relationship between the failed courses and suggests relevant causes of the failure to improve the low capacity students’ performances.

D’Mello studied on bored and frustrated student. El-Halees, proposed a case study that used educational data mining to analyze students’ learning behavior. The objective of his study is to show how useful data mining can be used in higher education to improve student’s performance. They applied data mining techniques to discover relevant information from large databases as association rules and classification rules using decision tree, clustering and outlier analysis.

Fadzilah and Abdullah, applied data mining techniques to enrollment data. Descriptive and predictive approaches were used. Cluster analysis was used to group the data into clusters based on their similarities. For predictive analysis, Neural Network, Logistic regression, and the Decision Tree have been used. After evaluating these techniques, Neural Networks classifier was found to give the highest results in terms of classification accuracy.

Hijazi and Naqvi, conducted as study on the student performance by selecting asample of 300 students (225 males, 75 females) from a group of colleges affiliated to Punjab university of Pakistan. The hypothesis that was stated as “Student’s attitude towards attendance in class, hours spent in study on daily basis after college, student’s family income, students’ mother’s age and mother’s education are significantly related with student performance” was framed. By means of simple linear regression analysis, it was found that the factors like mother’s education and student’s family.

Oladipupo and oyejaye, perform study using association rule data mining technique to identify student’s failure patterns. They take a total number of 30 courses for 100 levels and 200 levels. Their study focuses on constructive recommendation, curriculum structure and modification in order to improve student’s academic performance and trim down failure rate.

Pandey and Pal, conducted study on the student performance based by selecting 60 students from a degree college of Dr. R. M. L. Awadh University, Faizabad, India. By means of association rule they find the interestingness of student in opting class/teaching language.

Pathom et al., proposed a classifier algorithm for building Course Registration Planning Model (CRPM) from historical dataset. The algorithm is selected by comparing the performance of four classifiers include Bayesian Network, C4.5, Decision Forest, and NBTree. The dataset were obtained from student enrollments including grade point average (GPA) and grades of undergraduate students. As a result, the NBTree was the best of the four classifiers. NBTree was used to generate the CRPM, which can be used to predict student class of GPA and consider student course sequences for registration planning.

Ramasubramanian predict aspects of higher education students. In this paper they analyze that one of the biggest challenges that higher education faces today is predicting the behavior of students. Institutions would like to know something about the performances of the students group wise. He proposed a problem to investigate the performances of the students when the large data base of Student Information System (SIS) is given. Generally students’ problems will be classified into different patterns based on the level of students like normal, average and below average. In this paper we attempt to analyze SIS database using rough set theory to predict the future of students.

Shaeela Ayesha, Tasleem Mustafa, Ahsan Raza Sattar, and M. Inayat Khan applied K-mean clustering to analyze learning behavior of students which will help the tutor to improve the performance
of students and reduce the dropout ratio to a significant level.

Shannaq et al. applied the classification as data mining technique to predict the numbers of enrolled students by evaluating academic data from enrolled students to study the main attributes that may affect the students’ loyalty (number of enrolled students). The extracted classification rules are based on the decision tree as a classification method, the extracted classification rules are studied and evaluated using different evaluation methods. It allows the University management to prepare necessary resources for the new enrolled students and indicates at an early stage which type of students will potentially be enrolled and what areas to concentrate upon in higher education systems for support.

Warapon in, who presented the use of data mining techniques, particularly classification, to support high school students in selecting undergraduate programs. Warapon proposed a classification model to give guidelines to students, especially, for the undergraduate programs for making possible better academic plans. The decision tree technique was applied to determine which major is best suitable for students.

Woodman found for courses in the mathematics and computing faculty at the Open University in UK, by using the binary logistic regression, that the most significant factors to whether students passed, failed or dropped out, were marks for the first assignment, the number of math courses passed in the previous two years, the course level, the points the course is worth and the occupation group of the student. This was the most parsimonious model, but in the model which includes all 25 potential predictors other variables such as ethnicity (ranked as 7th according to its relative importance), education (8th), age group (9th), course level (11th), disability (18th) and gender (22nd) were also significant. However, one of the problems with the logistic regression is that in large samples any difference, may lead to conclusion that the factor is significant when in fact that is not the case. Using the same methodological approach with data available at the Open University, Simpson (2006) found that the most important factor is the course level, followed by credit rating of a course, previous education, course programme, socio-economic status, gender and age.

Yadav, Bharadwaj and Pal. To predict the students’ performance they obtained the university students data like attendance, class test, seminar and assignment marks using three algorithms ID3, C4.5 and CART.

4. Comparative Studies:
The three frequent pattern mining algorithms were implemented in Java and tested on several data sets. The platform’s specifications used for this test was: Pentium 4 3GHz processor, with 1GB RAM, Windows 2000. In order to obtain more realistic results a Microsoft SQL 2000 Server was used and accessed through the standard ODBC interface. To study the performance and scalability of the algorithms generated data sets with 500 to 1000 transactions, and support factors between 5% and 40% were used. Any transaction may contain more than one frequent itemset. The number of items in a transaction may vary, as well as the dimension of a frequent itemset. Also, the number of items in an itemset is variable. Taking into account these considerations, the generated data sets depend on the number of items in a transaction, number of items in a frequent itemset, etc. The necessary parameters to generate the test data sets are defined in Table 1:

<table>
<thead>
<tr>
<th>Parameters to generate the test data sets.</th>
<th>Number of transactions</th>
<th>Average size of the transactions</th>
<th>Number of maximal potentially large itemsets</th>
<th>Number of items</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The test data set is generated for a number of items N = 100 and a maximum number of frequent itemsets | L | = 1000. | T | was chosen to be 20. Some of the results of the comparison between the Apriori, FP-growth and DynFP-growth algorithms for support factor of 5% and for different data sets are presented in Table 2:

Table 2 shows that the execution time of the algorithms grows with the dimension of the data set. The best performance is obtained by the FP-growth algorithm. Figure 2 shows that the execution time for the FP-growth algorithm is constant for a certain data set when the support factor decreases from 40% to 5% while, in the same time, the execution time of the Apriori algorithm increases dramatically. For a support factor of 30% or greater and a data set of 25,000 transactions, the Apriori algorithm has better performances than the FP-growth algorithm, but for a support factor of 20% or less its performance decreases dramatically. Thus, for a support factor of 5% the execution time for the Apriori algorithm is three times longer than the execution time of the FP-growth algorithm and up to five times longer than DynFP-growth.

The execution time for the two algorithms for different values for the support factor on a data set with 5000 transactions is shown in Table 3. We notice that the Apriori algorithm has a lower performance than the FP-growth and DynFP-growth algorithms even for a support factor of 40%.

Table 1: Parameters to generate the test data sets.
Table 2: The results for support factor of 5%.

<table>
<thead>
<tr>
<th>Transactions (K)</th>
<th>Apriori</th>
<th>DynFP-Growth</th>
<th>FP-growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>16.97</td>
<td>5.35</td>
<td>5.52</td>
</tr>
<tr>
<td>30</td>
<td>24.98</td>
<td>8.65</td>
<td>9.89</td>
</tr>
<tr>
<td>50</td>
<td>51.23</td>
<td>11.24</td>
<td>17.55</td>
</tr>
<tr>
<td>70</td>
<td>69.5</td>
<td>15.87</td>
<td>23.65</td>
</tr>
<tr>
<td>90</td>
<td>108.08</td>
<td>22.51</td>
<td>37.52</td>
</tr>
<tr>
<td>110</td>
<td>201.32</td>
<td>39.45</td>
<td>67.84</td>
</tr>
<tr>
<td>130</td>
<td>1474.21</td>
<td>55.24</td>
<td>98.25</td>
</tr>
<tr>
<td>190</td>
<td>3099.21</td>
<td>99.9</td>
<td>177.84</td>
</tr>
<tr>
<td>300</td>
<td>5321.32</td>
<td>153.54</td>
<td>276.52</td>
</tr>
<tr>
<td>400</td>
<td>9904.54</td>
<td>287.41</td>
<td>529.88</td>
</tr>
<tr>
<td>500</td>
<td>17259.6</td>
<td>461.87</td>
<td>852.45</td>
</tr>
<tr>
<td></td>
<td>20654.4</td>
<td>613.03</td>
<td>1153.24</td>
</tr>
</tbody>
</table>

Fig. 1: Scalability by transactions/support.

Table 3: The results for D1 150K by support.

<table>
<thead>
<tr>
<th>Transactions (K)</th>
<th>Apriori</th>
<th>DynFP-Growth</th>
<th>FP-growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3101.23</td>
<td>99.58</td>
<td>173.52</td>
</tr>
<tr>
<td>10</td>
<td>2189.03</td>
<td>93.24</td>
<td>169.84</td>
</tr>
<tr>
<td>15</td>
<td>1311.58</td>
<td>93.54</td>
<td>169.52</td>
</tr>
<tr>
<td>20</td>
<td>1312.25</td>
<td>92.88</td>
<td>167.85</td>
</tr>
<tr>
<td>25</td>
<td>875.21</td>
<td>92.89</td>
<td>168.75</td>
</tr>
<tr>
<td>30</td>
<td>879.2</td>
<td>92.25</td>
<td>169.374</td>
</tr>
<tr>
<td>35</td>
<td>443.25</td>
<td>91.85</td>
<td>166.55</td>
</tr>
<tr>
<td>40</td>
<td>444.12</td>
<td>93.89</td>
<td>172.94</td>
</tr>
</tbody>
</table>

Fig. 2: The results for D1 150 k by support.

Figure 2 presents the execution time of the Apriori algorithm for different values of the support factor on different sized data sets. From here we notice that the performance of the algorithm is influenced by the dimensions of the data set and also by the support factor. Figure 4 presents the execution time of the FP-growth algorithm for different values of the support factor on different sized data sets. From here we notice that the performance of the algorithm is depending only on the dimensions of the data set, the support factor having a very small influence.

Comparison of Prediction Results:
We compared our results of this study with before studies which have done. The comparison results show:
- In an average maximum percentage of students in Indian Engineering colleges belongs to male students. Specially some branches such as Software Engineering and Information Technology in Engineering stream is maximum number of students are female.
- Female students had better academic performance in literature and mnemonic science. Whereas, male students had better academic performance in Mathematics and formal science.
- "Life style or welfare and parents” level of education had various effects on students’ academic performance. In the other words, female students with low education level of their parent’s had lower academic performance compare with male students with similar situation.
- Male students were more sensitive than female students when they faced with some unwanted situations and they suffered stress and depression during semester or examination dates more than female students.

6. Conclusion:
Here stressed student datasets analyzed by the above three existing algorithm. From the experimental data presented it can be concluded that the DynFP-growth algorithm behaves better than the FP-growth algorithm. First of all, the FP-growth algorithm needs at most two scans of the database, while the number of database scans for the candidate generation algorithm (Apriori) increases with the dimension of the candidate itemsets. Also, the performance of the FP-growth algorithm is not influenced by the support factor, while the performance of the Apriori algorithm decreases with the support factor. Thus, the candidate generating algorithms (derived from Apriori) behave well only for small databases (max. 5,000 transactions) with a large support factor (at least 32%). In other cases the algorithms without candidate generation DynFP-growth and FP-growth behave much better.

In this investigation, we attempted to discover the effects of some factors such as: the education level of parents, life style or welfare, the number of family members in home, gender and the undertaken branch on students’ academic performance colleges.

Some additional suggestions for reducing stress levels and enhancing your college experience:
- Keep your space and consequently your mind organized.
- Go to class in time.
- Keep up with course work (the rule of thumb is two hours of study per one hour in class).
- Get involved with campus activities.
- Maintain communication with your family.
- Take advantage of campus resources and choose a career path.
- Form healthy relationships.
- Talk to someone about your problems (family member, friend, college counselor).
- Get to know your professors.

With the help of family, friends, and perhaps campus stress-management resources, many students are able to keep their stress levels relatively under control or even thrive in the college setting.

7. Future Work:
Future work is to study on large database of stressed student in a university using other data mining techniques such as Logistic Regression, Clustering and Neural Network in order to determine similarities and relationship between multiple factors.
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