Complex Compound Document Compression using a Multidimensional Multiscale Parser Algorithm

K Uma, P Geetha, A Kannan, Ramesh Kumar

INTRODUCTION

The generation of a large number of scanned document images arises the problem of efficiently coding them. When retrieved from the Internet, digital images take a considerable amount of time to download and use a large amount of computer memory. The basic idea behind this method of compression is to treat a digital image, as an array of numbers i.e., a matrix. Each image consists of a fairly large number of little squares called pixels (picture elements). The matrix corresponding to a digital image, assigns a whole number to each pixel. For example, in the case of a 256x256 pixel grayscale image, the image is stored as a 256x256 matrix, with each element of the matrix being a whole number ranging from 0 (for black) to 255 (for white). The JPEG compression technique divides an image into 8x8 blocks and assigns a matrix to each block. One can use some linear algebra techniques to maximize compression of the image and maintain a suitable level of detail.

Image compression applications make it easier to compress images. The compression tools are user friendly and can be used by anyone with minimal knowledge. The images are compressed just by selecting the images and setting the options. One even gets to choose the algorithms for compressing the images and hence have the control over the output image. Image compression applications compress images quickly. Thus, they result in efficient utilization of time, memory and bandwidth.
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ABSTRACT

Nowadays scanned document is a part of our daily life. It may be in different forms like e-journals, magazines, book copies. The generation of a large number of scanned documents arises the problem of efficiently coding them. It is difficult to perform operations such as upload, send, and download in a low bandwidth communication medium. That’s why a lot of research is taking place in this stream looking for efficient methods to compress scanned documents. The compression is based upon a recently announced coding paradigm called multidimensional multiscale parser (MMP). MMP uses approximate pattern matching, with adaptive multiscale dictionaries that contain concatenations of scale versions of previously encoded image blocks. These features of MMP results in high coding efficiency for an extensive variety of image types, by effectively adjusting the input image characteristics. This flexibility makes MMP a good contender for compound image encoding. The suggested algorithm first classifies the image blocks as smooth (texture) and nonsmooth (text and graphics). Smooth and nonsmooth blocks are then compressed using different MMP-based encoders, altered for encoding both kinds of blocks. The adaptive use of these two types of techniques resulted in performance gains over the original MMP algorithm, further increasing the performance advantage over the existing image encoders for scanned compound documents, without compromising the performance for other image forms. By using two different approaches for smooth and non-smooth blocks, it encoded scanned documents more efficiently than existing methods such as MMP-II. This is achieved without dropping quality of the document.
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block matching combined with an adaptive dictionary. Traditional pattern matching methods approximate each fixed size image block $X^l$ using one code-vector $S^l$ with the same dimensions as $X^l$. MMP uses scale adaptive pattern matching that allows matching between vectors of different dimensions. If an original vector $X^l$ of scale $l$ (with dimensions $2^{\left\lfloor l + 1/2 \right\rfloor} \times 2^{\left\lfloor l/2 \right\rfloor}$ dictionary of scale (with dimensions pixels), is to be approximated using one vector $S^k$ of the dictionary of scale $k$ (with dimensions $2^{\left\lfloor k + 1/2 \right\rfloor} \times 2^{\left\lfloor k/2 \right\rfloor}$ the algorithm will use a 2-D scale transformation $T_{lk}$, in order to convert $S^k$ into a scaled version $S^l$ before performing the match.

The selection of the best dictionary block $X^l$ to represent is based upon an R-D optimization function $J(T)$, given by

$$J(T) = D(T) + \chi R(T)$$

Where is a Lagrangian multiplier that weights the relative importance of the rate $R(T)$ required for the representation and the block distortion $D(T)$.

After selecting the code-vector that minimizes the Lagrangian cost function, the algorithm segments the original block into two new blocks, $X^l_1$ and $X^l_2$, each with half the pixels of the original block. The matching procedure is then recursively used on each subblock. The sum of the representation cost of the two halves is then compared with the cost of representing $X^l$ with a single code-vector, in order to decide whether to segment or not the original block.

The optimal block partitioning is represented by a binary segmentation tree, which holds all the information needed to generate the final bit stream. The tree leaves correspond to no segmented blocks, $X^l$ that are approximated by $S^l$ one individual code-vector, identified by its index. The scale is related to the blocks dimensions corresponds to the tree level the leaf belongs to. For example, a initial block size of 16*16 corresponds to a segmentation tree with a root at level $l=8$ and potentially spanning down to $l=0$, the lower level of the tree that corresponds to 1*1 blocks.

To generate the final bit stream, the segmentation tree is encoded with a binary flag:
- “0”: used to represent block segmentation;
- “1”: indicating that the current subblock should not be segmented. This flag is always followed by the index used to encode the corresponding 1*1 subblock. This flag is not used for level 0, where no further division is possible.

![Fig. 3.1: System Architecture.](image)

**Proposed approach:**

Proposed architecture includes four modules which are shown in figure 3.1. In which segmentation module divides the image into 16*16 blocks. Then we are applying morphological filters. A classification algorithm is used to classify them into text and smooth blocks. The second module can be dividing into two, MMP-FP and MMP-Text. Flexible partitioning is used to encode smooth image blocks while the MMP-text is used to encode text
blocks. An arithmetic coder is also used for better compression ratio. The decoder recreates original image at the receivers end.

Segmentation is used so that image is split into smooth and non-smooth blocks. Classification algorithm is used to obtain this. Two different versions of MMP algorithm MMP-FP and MMP-Text is then applied on these kinds of blocks separately to yield better results than original MMP. This algorithm used is dictionary based. Separate dictionaries will be kept on both senders and receivers side. This dictionary is used to reconstruct the image with a few blocks received from sender. This dictionary will keep on updated each time when it receives a new block of data from the sender. Arithmetic coder is used to encode the binary index generated as a part of compression process. The reverse should be applied in decoder inorder to generate the original one.

a. Image segmentation:

Input is any Scanned compound document. Image Segmented into 16 * 16 blocks of image. Apply morphological granular scale top-hat and bottom-hat filter operators. Top-hat operator allows identifying bright objects over dark background. Bottom-hat operator allows identifying dark foreground objects over a bright background. A block based classification algorithm is then applied to the enhanced images. The horizontal and vertical gradients of each 16 * 16 block are computed. Two thresholds are applied to the absolute value of these gradients in order to classify its pixels as low-medium- or high-valued. The gradient pixels of text blocks tend to be medium to high-valued. The gradient pixels of smooth blocks tend to be medium to high-valued. Expected output image which is segmented and each segment are classified into text and smooth blocks.

b. MMP-FP:

Input is smooth image blocks. Selection of the best dictionary block is based on the optimization function \( J(T) = D(T) + \gamma R(T) \) where \( \gamma \) is the Lagrangian multiplier. Select the code vector which is having minimum cost. A tree is constructed based on cost. Then applying other dictionary adaptation improvement technique. Output is coded text document.

c. MMP-Text:

The input is Text blocks of original image. First selecting the best dictionary block is based on the optimization function \( J(T) = D(T) + \gamma R(T) \) where \( \gamma \) is the Lagrangian multiplier. Select the code vector which is having minimum cost. A tree is constructed based on cost. Then applying other dictionary adaptation improvement technique. Output is coded text document.

d. Arithmetic Coder:

The input is binary segmentation mask. Each event in the file is having two steps. Then current interval is subdivided into subintervals, one for each possible event. The size of an event's subinterval is proportional to the estimated probability that the event will be the next event in the file, according to the model of the input. Select the subinterval corresponding to the event that actually occurs next, and make it the new current interval. Output enough bits to distinguish the final current interval from all other possible final intervals. Expected output is encoded binary.

e. Improving dictionary adaptation:

1. Improved context modelling for the code-vectors’ indices, resulting in improved performance of arithmetic coder. The dictionary elements are organized into partitions, and each code-vector is identified using its partition (context) followed by its index inside that partition. The original block scale is used as a context, exploiting the fact that blocks generated at different scales have different matching probabilities.

2. An efficient redundancy control scheme for dictionary elements. The insertion of a new block in the dictionary is only performed if its distance relatively to an existing code-vector is inferior to a given threshold. This avoids the creation of new dictionary indexes corresponding to blocks that bring little distortion gains, with costs in increasing the average entropy of the indexes’ symbols.

3. In order to improve the dictionary approximation power, MMP-II uses extra blocks, originated by geometric transformations and translations of the original block, to update the dictionary.

4. A norm-equalization procedure that allows the algorithm to adapt the new code-vector patterns to the statistical distribution of the residue signals.
### Predictive Coding:

1. Prediction $\mu_p[n]$ is calculated for $x[n]$ from previous samples $X_{N+n}$.
2. MMP-I uses the neighboring samples of previously coded blocks, which are to the left of and/or above the current block, to determine the prediction error signal, $R_{PM}$, that corresponds to the difference between the original block, $X_l$, and the intra prediction signal, $P_{IM}$.
3. When encoding an image block, MMP-I chooses from the available prediction modes the one that achieves the best RD compromise.
4. $R_{PM} = X_l - P_{IM}$.
5. The chosen prediction mode for each image block is transmitted to the decoder by a prediction mode flag, which is encoded with an adaptive arithmetic coder.
6. This information is encoded prior to the flags and indexes corresponding to the residue block.
7. Once this information has been retrieved, the decoder is able to determine the corresponding prediction block, $P_{IM}$, based on the same previously coded neighboring pixel blocks.
8. $X_l = R_{PM} + P_{IM}$.

#### Our-method:

Basic principle lies behind this method is the hierarchical recurrent partitioning of 16*16 blocks which is selected as block size for efficiency. The block is either split horizontally or vertically or no splitting at all. These are represented in the dictionary with the numbers 0, 1, 2 respectively. Two is always followed by its corresponding dictionary index. We have 25 different scales of dictionary and they are 16*16, 16*8, 16*4………1*1. Two is not needed to represent 1*1 sized blocks since it can’t be divided further.

**Fig. 3.2:** Predictive Coding.

**Fig. 3.3:** Choices for partitioning.

Figure 3.3 shows the options available for each block for segmentation. It is compared with the corresponding part in the original block to calculate the distortion. If distortion is minimum that block is taken and coded while the particular partitioning is adopted. If minimum lies in V then no partitioning is needed. If v1 is having minimum 0 is added in the dictionary to represent horizontal partitioning, also v1 is coded using dictionary index whereas v2 is further partitioned using same procedure recursively. Similar strategy is used in case of vertical partitioning where minimum lies in either v3 or v4.

**Fig 3.4:** partitioning of node V as half tree
In the above given example, if v2 is partitioned further it will be partitioned like showed in Fig.3.5 In the previous versions v1 keep as it is resulting in a half binary tree. In our method v1 is again compared with its corresponding part and distortion is found. If this distortion is greater than a threshold it is portioned again. Thus it becomes a full binary tree as shown in figure 4.6

![Diagram](image-url)

**Fig. 3.5:** partitioning of node V as full tree

Dictionary is created in both encoding and decoding stages. In previous versions of MMP these were 64 different dictionary of same value uniquely distributed from 0 to 255. In this method this restriction is applied only with those dictionaries whose length is 16 or 8. This restriction is made to avoid dictionary index which may reduce the efficiency of arithmetic encoder. This is avoided for dictionaries having length 1 and 2 and 4 because it won’t overcome the barrier 512 even we allow all the 256 variants. Anyhow it need to code all the values below 512 thus it won’t reduce coding efficiency. The list of dictionaries for which restriction is made is follows - 16*16, 16*8, 8*16, 8*8, 4*16, 4*8, 2*16, 2*8, 1*16, 1*8 (64 blocks) and 16*4, 8*4, 4*4, 2*4, 1*4 (128 blocks).

Execution time is the main overhead of this coding technique. Dictionary learns from new patterns found in the image, as a result dictionary size increases rapidly. So it may take hours to code large images. We can see the result in graphs drawn by taking PSNR vs. bpp. PSNR raises hastily compared to other methods after a certain bpp. Therefore time complexity is exponential with size of image. It can be reduced up to an extent by implementing binary search when selecting the best block from dictionary. The initial dictionary is created in the increasing order therefore binary searching is followed in this range. Linear searching is proposed after this range since it is not sequential.

This method uses Lagrangian optimization, $J(T) = R(T) + \phi D(T)$. Even though not exactly the same here it uses a simplified version of that. For every five variants distortions are multiplied with lambda value. So if lambda is greater than one, greater the chance for partitioning since it compares distortion with the constant threshold. Subsequently as lambda value increases, size of compressed file also increases with less distortion. Lambda=1 plays as a value which compromises both size and distortion rates.

The distortion method calculates average difference with respect to a pixel. The block found in dictionary is compared with its original block part, then their difference is calculated for each pixel value. Then applying absolute function followed by summation of their value. It is divided by the size of block resulting in the average value.  

$$\text{MAT} = \sum (\sum (\text{abs (MAT1-MAT2)})/m*n;$$

**Result analysis:**

Result analysis is based on two functions bpp and PSNR. These are graphs for three different classes of images by taking bpp on X axis and PSNR on Y axis.

In computer graphics, color depth or bit depth is the number of bits used to indicate the color of a single pixel in a bitmapped image or video frame buffer. This concept is usually quantified as bits per pixel (bpp), which specifies the number of bits used. Color depth is only one aspect of color representation, expressing how finely levels of color can be expressed (a.k.a. color precision). The other aspect is how broad a range of colors can be expressed (the gamut). The definition of both color precision and gamut is accomplished with a color encoding specification which assigns a digital code value to a location in a color space.

The phrase peak Signal-to-Noise Ratio, often abbreviated PSNR, is an engineering term for the ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. Because many signals have a very wide dynamic range, PSNR is usually expressed in terms of the logarithmic decibel scale.

The PSNR is most commonly used as a measure of quality of reconstruction of lossy compression codecs (e.g., for image compression). The signal in this case is the original data, and the noise is the error...
introduced by compression. When comparing compression codecs it is used as an approximation to human perception of reconstruction quality, therefore in some cases one reconstruction may appear to be closer to the original than another, even though it has a lower PSNR (a higher PSNR would normally indicate that the reconstruction is of higher quality). One has to be extremely careful with the range of validity of this metric; it is only conclusively valid when it is used to compare results from the same codec (or codec type) and same content.

It is most easily defined via the mean squared error (MSE). Given a noise-free monochrome image \( I \) and its noisy approximation \( K \), MSE is defined as:

\[
MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i,j) - K(i,j)]^2
\]

The PSNR is defined as:

\[
PSNR = 10 \cdot \log_{10} \left( \frac{MAX^2_I}{MSE} \right)
\]

\[
= 20 \cdot \log_{10} \left( \frac{MAX_I}{\sqrt{MSE}} \right)
\]

\[
= 20 \cdot \log_{10} (MAX_I) - 10 \cdot \log_{10} (MSE)
\]

Here, \( MAX_I \) is the maximum possible pixel value of the image. When the pixels are represented using 8 bits per sample, this is 255. More generally, when samples are represented using linear PCM with \( B \) bits per sample, \( MAX_I \) is \( 2^B - 1 \). For color images with three RGB values per pixel, the definition of PSNR is the same except the MSE is the sum over all squared value differences divided by image size and by three. Alternately, for color images the image is converted to a different color space and PSNR is reported against each channel of that color space, e.g., YCbCr or HSL.

Typical values for the PSNR in lossy image and video compression are between 30 and 50 dB, where higher is better. Acceptable values for wireless transmission quality loss are considered to be about 20 dB to 25 dB.

Here are different images representing images obtained by using various encoding techniques. Figure 4.1 is the original scan_0001.jpg. Compressed image using our method is shown in figure 4.8.

**Fig. 5.13:** scan_001.pgm

Figure 4.2 represents scan_001 encoded using DjVu. Figure 4.3 is the H.264 encoded version. And JPEG-2000 encoded image is shown in figure 4.4. MMP encoded image is shown in figure 4.5.

### a. MMP-FP:

The MMP-FP algorithm was used to encode smooth grayscale images, initially divided into blocks of 16 X 16 pixels, with the prediction segmentation only defined for blocks with more than 16 pixels. This option was a trade-off between compression efficiency and computational complexity. The dictionary optimization parameters used for MMP-II were maintained for MMP-FP. In
Fig. 5.18, the results of MMP-FP are compared with those of the previous version of the algorithm (MMP-II) and with those of the original MMP algorithm, for the smooth images Lena, as well as with the referred state-of-the-art encoders.

Fig. 4.2: DjVu encoded scan_001.pgm

Fig. 4.3: H264 encoded scan_001.pgm
Fig 4.4: JPEG/2000 encoded scan_001.jpg

Fig. 4.5: MMP encoded scan_001.pgm.
Fig. 4.8: Experimental results for SCAN002 (512*512).

Fig. 4.5: Experimental results for smooth images LENA

Fig. 4.6: Experimental results for text, image PP1205
Conclusion and future work:

The new algorithm uses a block classification approach, decomposing the image into smooth and nonsmooth regions. Different MMP-based encoders (MMP-FP and MMP-text) were specifically optimized for each image type. MMP-FP introduces a flexible segmentation scheme that is able to exploit the images’ structure in a more efficient way, allowing this method to outperform state-of-the-art DWT and DCT-based encoders for smooth images.

Prediction methods and segmentation used in the process produces only negligible impact in the coding efficiency. Except redundancy control every other techniques used in the dictionary adaptation produce only slight effect. So this method is simple and can stand independently with respect to the older versions of MMP.

From the experimental results itself, it is revealed that it can be used as a dominant method over existing ones for scanned document compression. Execution time is the main problem now facing. More results can be obtained by doing further studies in this area.
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