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Abstract: This paper presents a multi-layer combined network for improving the performance of 
common networks. We have chosen the clustered algorithm from structural architecture based on 
Radial Base Function (RBF) and applied it in the combined multi-layer network. Discovering the 
multi-layer architecture introduced here is mainly based on the algorithm of Modified Regression 
Predicted Error (MRPE). The ability of this architecture is that it can use a set of evaluated data and 
compare them with other network architectures. The network is evaluated using IRIS data. In addition 
to evaluating the credibility of network, its stability is also checked based on a structural procedure. 
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INTRODUCTION 
 

 Nowadays in the medical and financial fields, analyzers are usually exposed to classified items based on the 
measured or historical data. In electric engineering, engineers have decided to categorize the distribution of 
transformers with sectorial discharge conditions. Geologists also categorize the shape of grains into angular or 
squared while pathologists divide the results of a cancer test into three groups of normal, semi-serious and 
serious. The main problem against analysts is how to categorize data with complete complexity and many 
dependant variables. A great deal of time and cost is being spent in order to evaluate the classified problems 
accurately (Ozgrid Business Applications). 
 Neural networks are efficient in solving some complicated problems such as classifying a huge number of 
data. Their initial applications go back to 19th century when they were used to explain human brain operations as 
a special work. Today, famous algorithms of learning and architecture are applied based on neural networks in 
different practical programs. Multi-layer networks and Radial Base Functions (RBF) are among the most used 
applications. 
 MLP network is one of the multi-layer networks which can be learnt based on levels of autonomous 
decisions in the input space. Learning in these networks is usually a very time consuming procedure. RBF 
network is a special class of neural networks with a hidden simple layer and its linear weighting structure is one 
of its advantages over MLP networks. Parameters in the units of hidden layer RBF networks can be constant 
from the beginning, so the RBF network can be learnt without quick and nonlinear optimization. Regarding the 
high speed of the RBF networks and their other advantages these networks are not used usually; because in 
recognition of patterns, network accuracy is more important than its speed (Chathura et al., 2008). 
 Performance of a neural network is dependent on the network structure and its learning algorithm. Thus, 
direct linear input connections from the input nodes to the output nodes are proposed to improve the 
performance and extension of it into nonlinear neural networks such as MLP and RBF. So, one RBF network 
with input linear connections can perform better with more efficiency than a standard RBF. Noteworthy is that 
these concepts also have some applications in MLP networks but the input linear connections cannot be 
explained by the regression learning algorithm. Modifications in the network architecture cannot increase 
performance of the MLP networks. For solving the problem, the MRPE algorithm is used in MLP networks. 
That’s why we may call MLP networks based on MRPE as combined multi-layer networks, while MRPE 
algorithm and the input linear connections is remarked as a combined pattern in the network which is able to 
improve MLP networks (Lung, 2007). 
 This paper continues as following: Section 2 briefly studies the ideas which were the base for establishing 
combined multi-layer networks. Section 3 deals with explaining the clustered-combined multi-layer networks 
and testing the performance, it also speaks about the implementation of clustered-combined pattern and the rate 
of incompatibility. Section 4 consists of a case study. Finally in sections 5 and 6, the paper pays to discussion, 
conclusion and further studies. 
 
Combined Multi-Layer Networks: 
 MLP multi-layer networks are artificial models of the neural network which converts an input set to an 
output approximate one. These networks show that they contain more than one neuron layer or nerve with 
activation function in them. Schematic architecture of MLP network can be seen in fig.1. 
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Fig. 1: Schematic architecture of MLP network. 

 
 Cybenko proved that only one MLP network with a hidden layer would be adequate for any continual 
function with specific accuracy. The MLP network with m outputs and n hidden nodes would be as follows 
(Sadik and Mustafa, 2007): 
 

           (1) 
 
 Where, W1

ij and W2
ij are the related weights between input and hidden layer and between hidden layers and 

outputs, respectively. b1
j and v0

i is the threshold to input and nodes. Ni and nh are the numbers of nodes for input 
and hidden states respectively. Since MLP networks are completely nonlinear and since assuming nonlinear 
equations as linear ones is done approximately, these two will provide results with high error levels which can 
be solved by using combined multi-layer networks ( fig.2). 
 

 
 

Fig. 2: Combined multi-layer networks. 
 

 Combined multi-layer networks can be used as optimal networks to modeling the linear and nonlinear 
systems. They let the input network to be connected directly to the output nodes with the same weight 
connections, so that the added linear system would be parallel to the original nonlinear system and to the 
original MLP model. The Kth output in an output layer or Yk can be obtained from the following equation: 
 

            (2) 
 
So we will have: 
 

             (3) 
 
 In this section our goal is to reach the minimum possible error which is calculated as below: 
 
εk(t) = yk(t) - yk(t)              (4) 
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 In the above formulae, y and y are the actual and predicted values respectively. As the prediction error 
should reach its minimum value, it is necessary to use proper algorithms. The present study has utilized learning 
algorithms of MRPEs which will be discussed more in the following. 
 The above mentioned learning algorithm was modified by Chen who proposed the following formulae 
(Haykin and Natural Network, 1994): 
 

           (5) 
 

            (6) 
 

            (7) 
 

 Where ε(t) is the prediction error,  is the positive symmetric matrix,  is the momentum and  
is the rate of linearity. For improvement in convergence rate, it is necessary to do the following modifications: 
 

             (8) 
And  

             (9) 
 
 Steps for the learning algorithm of MRPE are as follows: 
1) Calculation of the initial weights and thresholds. 
2) Adding the input to the network and calculating the outputs from formulae(1). 
3) Calculation of the predicted error based on formulae(4). 

4) Calculation of the  matrix. 
 

       (10) 

5. calculation of  and matrixes, 
 

         (11) 
 

          (12) 

6. calculation of , ,  and . 
7. return to step(2). 
 
Clustered-Combined  Multi-Layer Networks: 
 The structure of a clustered-combined multi-layer network introduced in this research is obtained from 
development of a combined multi-layer network depicted in fig.3. 
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Fig. 3: Clustered-combined multi-layer network. 

 
The output in this network is calculated as the following: 

        (13) 
 

 Where  are the weights of clustered layer, hidden layer, input vector and hidden node. 
For getting the final output, we may use the following formulae: 
 

        (14) 
 
 For evaluating the performance from three factors of accuracy, variance and average squared mean error, 
we continue as following: 
 

   (15) 
 

   (16) 
 

           (17) 
 
In the following, we will try to study and evaluate the presented algorithm. 
 
Case Study: 
 In order to study the presented algorithms, it was tried to use available data from IRIS and to compare the 
results with some other techniques such as OCI, KS, RBF, LVQ, CN2 and ITI. The following table summarizes 
the obtained accuracy and standard deviation: 
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Table 1: Results of the accuracy and the standard deviation from different techniques. 
standard deviation Accuracy (%) Technique 

1.17 93.32 CLUSTERED-HMLP 
1.98 85.44 ITI 
2.11 82.35 CN2 
2.34 79.65 LVQ 
2.78 74.34 RBF 
2.99 71.11 KS 
3.07 68.96 OCI 

 
 The results of this table reveal the high accuracy of the proposed model (clustered-HMLP) which is because 
of clustering behavior in the algorithm since it reduces the standard deviation and leads to higher accuracy and 
efficiency. It is noteworthy that the table has been prepared from formulas (15) and (16). 
 In the following, for studying the stability of the system it is tried to set interviews with 48 experts from 
universities and organizations out of which about 94% of them confirmed the model and the other 6% also 
accepted it by some 4 revisions in the apparent structure. 
 
Discussion: 
 The combined algorithm presented was evaluated using IRIS data whose results showed that the clustered-
HMLP has been presented with the most accuracy and the least standard deviation. Afterward, other patterns 
namely ITI, CN2, LVQ, RBF, KS and OCI were chosen as the most suitable patterns respectively with the 
highest accuracy and the lowest standard deviation. The pattern was also investigated from the stability point of 
view and about 45 academic and industrial specialists from this field approved it. 
 These patterns are capable of being implemented in both industrial organizations and academic ones. 
Regarding the type of pattern and optimization algorithm in them, it  is the first time that these are being 
considered. 
 
Conclusions: 
 In this paper a combined multi-layer network is introduced in order to improve the performance of common 
networks, whose clustered algorithm is chosen from network architecture based on RBF and is combined in the 
multi-layer network architecture. Learning the multi-layer architecture is done based on the MRPE and is 
evaluated using IRIS data with other methods. In addition to evaluation of credibility, its stability is also studied 
based on structural procedures. 
 
Further Studies: 
 One appropriate offer aiming to optimize the presented structure, is using genetics algorithm instead of 
MRPE algorithm. 
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